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Abstract— As wireless networks continue to grow, users will be demand-
ing more service diversity and differential quality-of-service (QoS). At the
packet level, differential QoS is met by means of scheduling for channel
access. Several algorithms have been proposed for packet scheduling over
the wireless link. The main consideration in the design of these algorithms
is the characteristics of the wireless channel. Previous works used a two-
state Markov model to characterize the channel and design thescheduling
algorithm. This coarse approximation can lead to a considerable amount of
inaccuracy in the expected user performance, i.e., when implemented un-
der realistic channel conditions the algorithm may not perform as expected.
In this paper, we propose a scheduling algorithm and an associated MAC
scheme that enable operation under realistic channel conditions. We use
an N -state Markov model to characterize the channel, whereN > 2. The
channel characteristics are incorporated into the scheduler through the use
of future channel estimates, making the scheduler more immune to chan-
nel variations. Our scheme allows foradaptiveFEC, whereby the code rate
varies according to the forecasted channel state. Comparisons between the
proposed algorithm and Wireless Fair Service (WFS) [6] showthat the pro-
posed algorithm gives better results in terms of both throughput and delay,
while preserving the fairness characteristics. It is also shown that the pro-
posed algorithm is more stable under variations in mobilityand network
load. Furthermore, by being able to significantly reduce thenumber of re-
transmissions, the proposed algorithm makes better utilization of the chan-
nel bandwidth and reduces the energy consumed in deliveringa packet.

I. I NTRODUCTION

In recent years, wireless communications have witnessed a
tremendous growth. For this upward trend to continue, greater
service diversity and better price/performance differentiation are
needed. The challenge in providing different levels of service is
how to provide guarantees while maximizing the usable system
capacity. Service provisioning must also account for fairness
considerations. This is especially true in the wireless environ-
ment, where channel errors are location dependent, and can re-
sult in diverse throughput and delay characteristics.

At the packet level, service differentiation is typically accom-
plished by means of scheduling. Scheduling in wireline net-
works is relatively easy, and it has been extensively studied in
the literature (see [10] for a survey). In contrast, scheduling in
wireless networks is quite challenging for a number of reasons
[6]. First, the available channel capacity perceived by a given
user varies depending on channel fading, user mobility, andthe
obstacles between the transmitter and the receiver. Second, er-
rors over the wireless channel are bursty (i.e., highly correlated)
and location dependent. This makes it more difficult to provide
delay guarantees. Third, channel access is more complicated
due to the presence of the hidden and exposed terminal prob-
lems. Finally, mobile users are often power constrained, making
it necessary to optimize every bit of the available bandwidth and
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calling for efficient scheduling schemes that achieve this goal.
An ideal wireless scheduling scheme should provide [6]: (1)

short-term throughput bounds forerror-free flows, (2) long-
term throughput bounds forbounded-errorflows, (3) short-term
fairness amongerror-free flows, (4) long-term fairness among
bounded-errorflows, and (5) delay bounds forbounded-error
flows. A flow is said to beerror-free if it perceives a “clean”
channel at a given time instant. Abounded-errorflow is one
whose fading periods are time limited to allow for subsequent
service compensation without disturbing the services given to
other flows.

Several wireless scheduling algorithms were previously pro-
posed to achieve some/all of the above objectives. Examples
of such schemes can be found in [1, 5, 6, 7, 8]. Among
these schemes, the Channel Condition Independent Packet Fair
Queueing (CIF-Q) [8], and the Wireless Fair Service (WFS) [6]
schemes received special attention as they are closest to meet-
ing the above ideal goals. Both of these schemes achieve good
performance in terms of fairness, throughput, and delay guaran-
tees. They both rely on an error-free service model, i.e., a wire-
line scheduler, to achieve fairness; the Start Time Fair Queueing
(STFQ) for CIF-Q and the Weighted Fair Queueing (WFQ) for
WFS. A common characteristic of STFQ and WFQ is their use
of a per-flow tagging mechanism to tag packets. The sched-
uler selects the head-of-line (HOL) packet of the flow with the
smallest tag. Details of such a tagging mechanism are provided
in Section3.

To account for the channel’s behavior, both CIF-Q and WFS
associateleadingand lagging counters with each flow. These
counters are used to account for “lost” and “gained” services.
If a flow that was originally scheduled for service (i.e., packet
transmission) during the current time slot isbelievedto be ex-
periencing deep fade at the receiving end, then its slot is as-
signed to another flow that is likely to experience a clean chan-
nel during this slot. As a result of exchanging the transmission
slots, the lagging (leading) counter of the deferring flow isin-
cremented (decremented) while the leading (lagging) counter of
the other flow that received the service is incremented (decre-
mented). The leading and the lagging counters are used for
future compensation of lagging flows by reclaiming the trans-
mission slots from leading flows. Both CIF-Q and WFS allow
leading flows to gracefully relinquish their lead to laggingflows
to provide short-term guarantees (the relinquishing rate depends
on the amount of the lead).

Previously proposed scheduling algorithms, including CIF-Q
and WFS, rely on the so-called Gilbert-Elliot (GE) model [2]
to predict the state of the channel. The GE model is a two-
state Markov model, where in one state the channel is extremely



“bad” (bit error rate (BER) is0.5) and in the other state the
channel is very “good” (BER is zero). In practice, the chan-
nel state is determined by the signal-to-noise ratio (SNR) at the
receiver, and this SNR takes a continuous range of values. Dis-
cretizing it into two regions that correspond to two states is a
rather crude approximation. In [9] the authors used informa-
tion theoretic arguments to show that the GE model minimizes
the channel capacity. By employing a specific SNR partitioning
approach, the authors in [3] showed that thewireless effective
bandwidthincreases dramatically as the number of states of the
employed Markov model is increased. In other words, the 2-
state GE model leads to a highly conservative allocation strat-
egy. We believe that the performance of wireless scheduling
algorithms can be significantly improved if they are designed
under anN -state channel model, whereN > 2. This claim is
substantiated in the results presented in this paper.

Replacing the GE channel model with a higher-order model
has important ramifications. Previous scheduling schemes that
employed the GE model relied mainly on error detection and
packet retransmissions to recover from bad channels. Forward
error correction (FEC) was not directly used (it was incorpo-
rated into the channel parameters). On the other hand, if a
higher-order Markov model is to be employed, the scheduling
scheme can take advantage ofadaptiveFEC to recover from
partial channel errors (BER is greater than zero but less than
0.5). As shown in this paper, integrating higher-order channel
prediction (N > 2) and adaptive FEC into the design of a wire-
less scheduling algorithm results in significant improvements in
the throughput and packet delay. Another advantage of adaptive
FEC is that it can provide a tradeoff between delay and through-
put performance, thus providing more flexibility in achieving
service differentiation.

The goal of this paper is to introduce a scheduling algorithm
and its associated MAC scheme that enable operation under
adaptive FEC and multi-state channel predictions. The pro-
posed algorithm is based on computing a flow-specific param-
eter that combines the flow’s actual service rate (i.e., ratetak-
ing into account the compensation parameters) with the future
channel state estimates. Comparisons of the proposed algorithm
with WFS (which already fulfills all the requirements of a wire-
less fair scheduler with very good throughput and delay results)
show that by incorporating probabilistic channel state informa-
tion into the scheduling mechanism, we can achieve good im-
provement in performance (i.e., delay and throughput) while
preserving the fairness characteristics of WFS. We show that
the proposed algorithm is more stable in the presence of mobil-
ity and network load variations. Furthermore, it results infewer
retransmissions, which makes it more scalable and more power
efficient for mobile terminals.

The rest of the paper is structured as follows. In Section2,
we describe the channel model and the access scheme. Section
3 discusses the proposed scheduling algorithm. We present our
simulation results in Section4. Section5 concludes the paper.

II. FRAMEWORK

We consider a cellular wireless network. We assume that
a single channel (frequency band) is used for both uplink and
downlink flows, and also for data and control packets (hence,
only one transmission is allowed at a time). Without loss of

generality, we focus on the downlink case, which is typically
the case of interest from a scheduling standpoint. A TDMA-like
scheme is used for accessing the channel. Before transmitting a
packet from the base station to a mobile user, an RTS/CTS hand-
shake must first take place. Variable-size network-layer packets
are fragmented into smaller fixed-size link-layer (LL) packets
(before adding the FEC bits).

A. Channel Model

A slowly varying Rayleigh fading channel is assumed. The
state of the channel at a given mobile node is characterized by an
N -state discrete-time Markov chain with a transition probability
matrixP = [pij ]i,j∈L, whereL = {0, 1, . . . , N − 1}. This ma-
trix completely defines the wireless channel. We assume thatP

does not change frequently, and stays constant for the duration
of a connection. Without loss of generality, we assume thatP

is the same for all mobile nodes. At a mobile station, a nominal
BER is associated with each channel state and can be calculated
as follows [9]:
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where[Γi,Γi+1) is the SNR range that corresponds to statei

(Γ1
def
= 0 andΓN+1

def
= ∞), ρ is the average SNR for the trans-

mitted signal, andF is the CDF of a standard normal random
variable (rv).

We divide theN states into a set ofN − 1 states with
bounded errors (i.e., errors that can be corrected using reason-
able amounts of FEC) and one “bad” state in which packets can-
not be correctly received even when using the maximum allow-
able number of FEC bits (which we set to the size of the payload
portion of the LL packet). To predict the channel states at vari-
ous receivers, we assume that the current state is recorded at the
receiving node and then sent back to the transmitter. The feed-
back coming from the receiver is assumed to arrive correctly
at the transmitter. The rationale behind this assumption isthat,
because channel-state feedback is conveyed to the base station
using small control packets (e.g., RTS/CTS packets), one can
apply strong FEC to these packets. To cope with channel errors,
we use a hybrid FEC/ARQ scheme with a variable FEC code
rate that depends on the predicted channel state. This results in
variable-size LL packets.

B. Channel Access Scheme

We consider a CSMA/CA based MAC protocol, where each
packet transmission is performed as a sequence of RTS-CTS-
Data-ACK. The protocol is similar to that in [6], with some mod-
ifications to account for adaptive error correction and multi-state
channel predictions. As in [6], we assume that RTS messages
are initiated by the mobile stations, whether the transmission is
uplink or downlink. This puts the polling out of the picture (i.e.,
the BS is no more responsible for polling the mobile hosts to
determine the backlogged ones). In our access scheme, the sig-
naling of an upcoming transmission is performed twice; once
before the start of a frame transmission (a frame is a sequence
of LL packets that is formed by one scheduling round at the BS)



and again before the start of a packet transmission. The rationale
behind such design will be provided shortly.

The frame structure is depicted in Figure 1. A frame consists
of one control slot andK data slots. The variableK corre-
sponds to the maximum frame size, and is selected in a way to
ensure an acceptable level of accuracy in channel state predic-
tion.

Control Data Data Data

1 2

...

Slot number 0 K

Activation
subslot

c...321

Information
mini−slots

Handshaking and
subslot

Notification 
 contention subslot

  subslots
Data subslot Ack

subslot
Control

Fig. 1. Format of a transmission frame.

The BS signals the beginning of a frame transmission in the
control slot, which is also used to determine and announce the
mobile hosts that aretentativelyselected for transmission in the
current frame. In order to perform scheduling for the data slots,
a subset of the backlogged mobile hosts are prompted to com-
pute and return the BERs they currently perceive. Note that this
BER information is valid only at the beginning of the frame pe-
riod. For this reason, the amount of error correction applied to
the data packet is determined based on the most probable chan-
nel stateat the time of packet transmission.

The control slot starts with anactivation subslotin which the
BS broadcasts anactivation packet. This packet is used to probe
a subset of the users to calculate their BERs1. This subset is
determined based on an error-free scheduling policy, i.e.,infor-
mation about the channel is not incorporated in such a schedul-
ing policy. The number of flows broadcasted in the activation
packet is determined in a way to guarantee an optimum number
of data slots in each frame.

In essence, the activation packet acts as a training sequence
that is used by the mobile host to determine the channel state
(using either the SNR value or the packet error rate). The esti-
mation accuracy increases with the size of the training data. In
the case of a Markov channel model, the accuracy also depends
on the thresholds of the channel states. For this reason, thesize
of the activation packet is selected based on the employed chan-
nel model.

After a mobile host receives the activation packet, it calcu-
lates the BER it perceives. If this host was specified earlierin
the activation packet, it acknowledges the BS by transmitting an
information packetin the information mini-slot. This packet in-
cludes information on the channel state seen by the respective
mobile (or, equivalently, the experienced SNR value) as well as
the flow number. The order indicated in the activation packet
also indicates the order for the transmission of the information

1A pilot signal sent over a separate channel can also be used for this purpose,
but this requires separate data and control channels.

packets. The transmissions are done based on a collision avoid-
ance procedure with a backoff mechanism, as in [6]. Thekth
mobile sends its information packetT +(k−1)W seconds after
the activation packet has been received (k is the order to send as
indicated in the activation packet). The variableT includes the
processing time needed for the determination of the error rate.
The durationW includes the time needed to send the informa-
tion packet successfully to the BS as well as the processing de-
lay, and at least one propagation delay ( defined according tothe
maximum transmission range of the BS). Based on the informa-
tion packets, the BS determines the final scheduling order for
the current frame and the FEC code rates to be used.

Following the control slot, the transmission of data packets
commences in slots with variable durations. Each data slot in-
cludes three subslots: acontrol subslot, a data subslot, and an
ack subslot. The control subslot starts with anotification sub-
slot, in which the BS broadcasts a list of the flows that can
transmit in the current slot. This way, if the RTS packet of the
scheduled flow cannot be correctly received by the BS, another
flow can be tried. The order in the flow list corresponds to the
scheduling order of the flows for that slot. After the notification
subslot, the handshaking between the BS and the mobile host se-
lected for transmission takes place in thehandshaking and con-
tention subslot, as indicated in [6] (the mobile host transmits an
RTS packet, and then waits for a CTS packet from the base sta-
tion). The purpose of this handshaking is to learn the state of
the channel at the mobile receiver, and thus be able to detect
deep fade before the transmission starts. If none of the flows
in the list broadcasted in the notification subslot can accomplish
handshaking, flows that perceive a clean channel can contend
for channel access using ap-persistent scheme. The RTS packet
of a contender includes the most recently observed channel state
(if the activation packet for the current frame was successfully
received by the contender), which is used by the BS to deter-
mine the required amount of FEC bits. If the latest channel state
information is not available at the mobile user, a “not available”
value is indicated in the channel-state field of the RTS packet,
prompting the BS to use a default channel state. The winner of
the contention is allowed to transmit in the current data subslot.
Note that multiple contention slots can be used to allow priori-
tization among the flows. Upon the completion of a successful
handshaking, data transmission takes place in the data subslot
followed by the transmission of its acknowledgement in the ack
subslot.

As a final remark, to increase the success rate of the transmis-
sions, the transmission times of the scheduled packets (in terms
of the location of the transmission slots in the current frame)
can be reordered based on the flow constraints and the channel
conditions.

III. SCHEDULING ALGORITHM

In this section, we propose a scheduling algorithm that oper-
ates under probabilistic channel state information. In ouranaly-
sis, we assume that flows are delay constrained, where the delays
are calculated after the arrival of the packet at the transmitter.

In order to support similar guarantees to those provided by
a wireline network, we employ an error-free service model to
determine the initial order of transmissions. We use WFQ as the
error-free scheduler. In WFQ when a packetp arrives at a queue,



it is time-stamped with a start tagS(p). Start tags are used to
calculate the finish tags (F (p)) as follows [6]:

S(pi
k) = max(V (A(pi

k)), S(pi
k−1) + L/ri)

F (pi
k) = S(pi

k) + L/φi (2)

dV /dt = C(t)/(
∑

iεB(t)
ri)

wherepk
i is thekth packet of theith flow, V (t) is the virtual

time value at system timet, A(pi
k) is the arrival time of thekth

packet of theith flow, L is theaveragepacket length,ri is the
throughput weight for theith flow, φi is the delay weight for the
ith flow, C(t) is the link capacity at timet, andB(t) is the set
of backlogged flows at timet.

The algorithm selects the packet with the minimum finish tag
for transmission. Because of channel errors, the error-free ser-
vice model is not sufficient to determine an efficient schedul-
ing order. To protect flows against channel errors, we need to
make the channel errors invisible to these flows through the ex-
change of slots among flows. Whenever a flow cannot transmit
due to deep fade, the scheduler has to assign the slot to another
flow. Therefore, the error-free service model is used as a means
of measuring the amount of services received and determining
whether the flow is leading or lagging.

The proposed algorithm accounts for the future channel state
estimates by integrating them together with the compensation
mechanism into a single parameter which we refer to as thesuc-
cess metric. This metric is defined as the probability of satis-
fying the delay constraint of the HOL packet of a given flow
(or simply, the probability of success). The proposed algorithm
tries to schedule the flow for which the HOL packet has a higher
chance of being successfully transmitted. Thus, unsuccessful
transmission attempts resulting in packet losses at higherlayers
are often prevented.

In order to find the probability of success for theith flow,
we need to find the maximum number of allowable retransmis-
sion attempts,R∗

i , that the HOL packet of flowi is allowed
to have before its deadline expires. Note that this value varies
from one flow to another due to the variation in the queuing de-
lays, flow weights, and the delay constraints among the flows.It
also varies from one scheduling attempt to another. To come up
with a good prediction ofR∗

i , we have to take into account the
compensation parameters (such as lead and lag values) properly,
since they determine the actual service rate of a flow.

Let d
(i)
remain be the remaining delay that the HOL packet for

flow i can tolerate until it is successfully transmitted or until it
is dropped by the transmitter. The variabled

(i)
remain is given by

(d
(i)
max − d

(i)
queue), whered

(i)
max is the delay constraint for flowi

andd
(i)
queue is the time elapsed since the HOL packet of theith

flow entered the queue. Fromd(i)
remain, we can calculateR∗

i as
follows:

R∗
i ≈

⌊

d
(i)
remain · C(t) · r̂i

L ·
∑

jεB(t)
rj

⌋

(3)

wherer̂i is theshort-term average flow weightof the ith flow.
In calculatingR∗

i , we assume that the round trip time is equal to
the transmission time and ignore the effect of propagation delay.

The short-term average flow weight is defined as the average
weight (normalized service rate) that a flow will have duringthe

lifetime of its current HOL packet. In other words, a correction
factor is applied to the flow’s original weight to take into account
the additional rate the flow gets in return for services allotted to
other flows or the rate that the flow gives to other flows in return
for the excess service it previously received. In our calculations,
we use a rather crude approximation to determiner̂i, setting it to
the instantaneous flow weightobtained at the time the schedular
runs. A pseudocode to calculate this weight is given in Figure 2.

1 i = flow number

2 Lead Rate[i] =
minimum(Lead[i],Maximum Lead[i])

Maximum Lead[i]

3 if (Lead[i] > 0)
4 r̂i = ri · (1 − Lead Rate[i])
5 else if(Lag[i] > 0)

6 r̂i = ri +
Lag[i]

∑

jεB(t)
Lag[j]

∑

jεB(t)
Lead Rate[j] · rj

7 else
9 r̂i = ri

Fig. 2. Algorithm for finding the instantaneous flow weight.

Here, we use a similar logic to that of WFS to provide
fairness. However, we provide fairness by adjusting the flow
weights to obtain an approximate value for the probability of a
successful transmission. Subsequently, we select the flow with
the highest chance of transmitting its HOL packet successfully.
If a flow is lagging, its short-term average weight is going to
be larger than its assigned (original) weight, resulting inhigher
number of transmission slots (or higher chance of being sched-
uled).

Conversely, a leading flow will have to relinquish some or all
of its weight which results in a lower number of transmission
slots. This way, we provide both short-term and long-term fair-
ness indirectly by adjusting the flow weights.

The probability of success is given by the probability that the
HOL packet’s delayd(i) is smaller than or equal tod(i)

remain,
which is equal to:

Pr(d(i) ≤ d
(i)
remain) =

R∗

i
∑

j=1

Q
(j)
succ,i(s0) (4)

wheres0 is the initial channel state of flowi andQ
(j)
succ,i(s0) is

the probability that thejth transmission attempt for theith flow
succeeds afterj−1 unsuccessful transmission attempts with the
initial state given ass0. If the value ofd(i)

remain reaches zero and
the packet has not yet been successfully transmitted, the packet
has to be dropped to avoid wasting the bandwidth.

We calculateQ(j)
succ,i(s0) using the channel state transition

matrix P and the flow-specific parameters. LetP
(k)
ij be thek-

step transition probability from statei to statej. Then,

Q
(1)
succ,i(s0) =

N
∑

j=1

Ps0j
b(1/r̃i+0.5)c · P (1)

correct,i(s0, j) (5)

where r̃i is the normalized weight for theith flow (r̃i =

r̂i/
∑

kεB(t) rk) andP
(1)
correct,i(s0, j) is the probability of being

correct in the first transmission attempt given the initial state



ass0 and the final state asj. The factorb(k/r̃i + 0.5)c corre-
sponds to the location of thekth transmission slot for theith
flow. We can determineP (1)

correct,i(s0, j) as follows:

P
(1)
correct,i(s0, j) =

∑

sεN
η

j

α(s, j, ni,1) ·
k∗

s
∑

i=0

(

ns

i

)

· ej
i · (1 − ej)

ns−i

(6)

whereNη
j is the set of states starting from which the Markov

chain can reach statej in η steps,α(s, j, ν) is the probability of
making a transition from states to statej where the location of
states is the closest location to statej at the time the channel
state is estimated (e.g., the beginning of a frame transmission
period) given that a transition from the initial states0 to statej
occurs inν steps,k∗

j is the maximum number of correctable bits
in the packet when the channel is in thejth state, andnj is the
packet size including FEC bits when the channel is in statej.
α(s, j, ν) is computed as follows:

α(s, j, ν) = Pr(estimate = s|S(ν) = j) =

Pr(S(ν − η) = s|S(ν) = j) = P η
sj · P

ν−η
s0s

∑

τ
P

ν−η
s0τ ·P

η

τj

(7)

whereν is the location of the transmission slot,η is the dis-
tance between the closest estimation slot and the transmission
slot (η = (ν, `), where` is the average frame duration in slots).

We can obtainQ(j)
succ,i(s0), j = {2, . . . , R∗

i }, recursively af-

ter computingQ(1)
succ,i(s0):

Q
(τ)
succ,f

(s0) =

N
∑

j=1

P
nf,1

s0j · (1 − P
(1)
correct,f

(s0, j)) · Q(τ−1)
succ,f

(j),

τ = 2, . . . , R. (8)

In order to minimize the number of computations, the al-
gorithm is only executed when the base station is powered up
and when an update is necessary, i.e., when the channel tran-
sition matrix changes, which we assume to occur infrequently.
This can be achieved by first defining the matrix[Q

(1)
succ]i,j for

each possible flow weight and initial state combination. The
[i, j]th element of this matrix corresponds to being successful
in the first transmission attempt with initial state given asi and
the location of the first transmission attempt (in slots) given as
b1/r(j) + 0.5c. Then, using(8), we determine the higher level
matrices[Q(τ)

succ]i,j , again for each possible flow weight and ini-
tial state combination. At each scheduling instant, by summing
the corresponding elements of these matrices (based on the ini-
tial state and the instantaneous flow weight), we can determine
the success probability for each flow. The flow with the highest
success metric is selected for transmission.

Using the proposed algorithm, we can make scheduling more
adaptive to channel variations. As a result of this adaptiveness, a
change in the channel conditions (e.g., due to mobility) does not
cause a significant change in the perceived performance. An-
other advantage of the proposed success metric is that it canalso
be used to manage buffer admission. This is done by applying a
similar recursive procedure to the one outlined before to obtain
the success probability for all packets in the queue (not just the

HOL packet). This way, we can determine whether an incoming
packet can be served on time or not, and decide accordingly on
whether to admit it or not.

IV. SIMULATIONS

In this section, we use simulations to evaluate the perfor-
mance of the proposed algorithm and contrast it with WFS [6].
For simplicity, we ignore the MAC overhead. Due to space con-
siderations, we only give the results when the frame size equals
to one, i.e., the scheduling algorithm is run before each packet
transmission. For the channel model, we use a4-state Markov
model whose parameters are determined using the SNR parti-
tioning scheme in [11]. Packet transmission is allowed in three
of the four states, which represent the good state. We defer the
transmission if the channel state is predicted to be in the bad
state. For the good states, Reed-Solomon coding is used for
error correction. For each flow, packets arrive according toa
two-state Markov Modulated Poisson Process (MMPP). Each
simulation is run for50000 time units, with each time unit cor-
responding to a packet transmission time. The simulations are
repeated10 times. The payload size is chosen to be424 bits.
The delay constraint for each flow is selected to be50 time units.
The number of usersM equals to10 and each user has the same
weight.

We evaluate the performance of the proposed algorithm in
terms of the achieved throughput, average delay to successfully
deliver a packet to the receiver, and the number of retransmis-
sions per delivered packet. For conciseness, we report the per-
centage change in these performance measures relative to their
counterparts in the WFS algorithm. Figure 3 shows the percent-
age change in throughput versus the normalized traffic intensity
for three different levels of mobilities: low mobility (doppler
frequencyfm = 10 Hz), medium mobility (fm = 50),
and high mobility (fm = 100). When the mobility is low,
we do not gain from the future channel state estimates since
the channel varies very slowly. In this case, the advantage of
our algorithm over WFS is negligible. As mobility increases,
we start to observe a marked improvement in the throughput.
This should be expected since as mobility increases, the future
channel state estimates start to gain more importance in thede-
cision process. The accuracy of our decisions can be observed
more clearly if we examine the improvement in the delay perfor-
mance, as shown in Figure 4 for various levels of mobility. The
figure shows that the proposed algorithm can achieve a consider-
able reduction (improvement) in the average delay comparedto
WFS. In both figures, we also observe that as the network load
increases the improvements also increase. This suggests that as
the number of backlogged flows increases the efficiency of the
proposed algorithm also increases. Since our algorithm relies
on the success probability as the basis for scheduling, lessband-
width is wasted on erroneous transmissions when compared to
WFS. The percentage decrease in the retransmissions is shown
in Figure 5. As can be seen from this figure, a good reduction
in the number of retransmissions can be achieved. Table I com-
pares the proposed algorithm with WFS in terms of short-term
fairness in throughput (based on Jain’s Fairness Index [4]). The
results are very close suggesting that the fairness characteristics
are preserved in the proposed algorithm.
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Fig. 3. Percentage change in throughput (M = 10).
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Fig. 4. Percentage change in delay (M = 10).

V. CONCLUSIONS

In this paper, we introduced a wireless scheduling algorithm
that uses a multi-state channel model to predict the future chan-
nel states and incorporate these predicted states in the schedul-
ing decision. Because of its channel-dependent nature, thepro-
posed algorithm is highly robust against variations in channel
conditions (e.g., due to mobility). A hybrid ARQ scheme was
used in which the FEC code rate is adjusted adaptively accord-
ing to the forecasted channel state. The proposed algorithmem-
ploys anadaptivevirtual rate adjustment mechanism for com-
pensation.

Simulation results indicate that compared to the well-known
WFS scheduling algorithm (which does not make extensive use
of the channel characteristics), the proposed algorithm achieves
good improvements in throughput and delay while preserving
the fairness characteristics of WFS. These improvements be-
come more significant as mobility increases. We outlined a
MAC protocol (modified from [6]) to go hand-in-hand with the
proposed scheduling algorithm. We also described a frame-
based transmission strategy for the scheduling algorithm that
can operate effectively under dynamic channel conditions.
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Fig. 5. Percentage decrease in retransmissions (M = 10).

fm = 10 fm = 50 fm = 100
WFS 0.9701 0.9744 0.9756
Proposed 0.9602 0.9716 0.9720

TABLE I

SHORT-TERM FAIRNESS COMPARISON(M = 10).
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