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Abstract

Providing cost-e�ective video-on-demand (VOD) services necessitates reducing the required

bandwidth for transporting video over high-speed networks. In this paper, we investigate e�cient

schemes for transporting archived MPEG-coded video over a VOD distribution network. A video

stream is characterized by a time-varying tra�c envelope, which provides an upper bound on the

bit rate. Using such envelopes, we show that video streams can be scheduled for transmission over

the network such that the per-stream allocated bandwidth is signi�cantly less than the source

peak rate. In a previous work [13], we investigated stream scheduling and bandwidth allocation

using global tra�c envelopes and homogeneous streams. In this paper, we generalize the schedul-

ing scheme in [13] to include the heterogeneous case. We then investigate the allocation problem

under window-based tra�c envelopes, which provide tight bounds on the bit rate. Using such

envelopes, we introduce three stream-scheduling schemes for multiplexing video connections at

a server. The performance of these schemes is evaluated under static and dynamic scenarios.

Our results indicate a signi�cant reduction in the per-stream allocated bandwidth when stream

scheduling is used. While this reduction is obtained through statistical multiplexing, the trans-

ported streams are guaranteed stringent, deterministic quality of service (i.e., zero loss rate and

small, bounded delay). In contrast to video smoothing, our approach require virtually no bu�er

at the set-top box since frames are delivered at their playback rate.

Keywords: bandwidth allocation, MPEG, video scheduling, video-on-demand, tra�c envelope

1 Introduction

The advent of broadband asynchronous transfer mode (ATM) networks spurred a large interest

in multimedia applications that use the underlying network to exchange textual and audiovisual

information. A large volume of the tra�c that is generated by these applications consists of video

frames transported in a compressed format. To maintain constant-quality motion picture, a video
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encoder generates frames that vary in size depending on the scene dynamics in the video. If the

video stream is transmitted at a constant frame rate, it exhibits a variable-bit-rate (VBR) behavior.

Although ATM networks include a VBR transport service that is geared towards VBR sources, such

a service is expected to only support the quality-of-service (QoS) on a statistical basis. Statistical

guarantees may not be adequate for all types of video, specially when their uniformity cannot be

ensured over �nite connection hold times.

In this paper, we investigate the transport of MPEG-compressed video streams that require

stringent QoS guarantees (no losses and and small bounded delay). Such guarantees are commonly

supported by transporting a stream at its peak rate, at the expense of poor channel utilization.

Improving the utilization necessitates reducing the variability of the bit rate by means of temporal

averaging (i.e., smoothing) on a stream-by-stream basis or spatial averaging (i.e., aggregation) via

statistical multiplexing (stream batching and multicast-based approaches have also been proposed

[1, 17, 15]). Video smoothing has been the focus of many studies (for example, [3, 10, 14, 16, 18,

20, 21, 23, 25]). This approach is particularly appropriate for archived-video applications in which

the tra�c pro�le (i.e., frame sizes) is known long before transporting the video, thus allowing the

server to implement an appropriate transmission schedule that results in high resource utilization.

Smoothing of archived video takes a work-ahead approach, whereby video frames are transported

prior to their playback times. To reduce the required bandwidth, a video request must be issued

before the actual playback time to allow for some bu�er build-up in the client's set-top box before

the actual commencement of the movie. Despite its general appeal, the work-ahead approach has

a number of drawbacks. First, to provide an \optimal" schedule for transporting video frames

(which avoids bu�er overow and underow in the set-top bu�er), the video server must have exact

knowledge of the end-to-end delay. One can use suboptimal transmission schedules that do not

require knowledge of network delay, but this comes at the expense of reduced utilization. Second,

to achieve a signi�cant reduction in bandwidth, a large bu�er is needed at the client set-top box.

As the bu�er size increases, so does the build-up delay, with the implication that the client must

initiate the request long before the actual commencement of the movie. The amount of build-up

delay depends on the utilization and the frame-size characteristics of the movie, and can be as large

as few hours for a bursty stream at 100% bandwidth utilization.

As an alternative to video smoothing, we propose a di�erent approach for transporting archived

video. Our approach is tailored to MPEG-coded video streams that are generated by VBR encoders

(i.e., constant-quality video). Bandwidth gain is achieved by means of statistical (more properly,

asynchronous) multiplexing of video connections at the server, but with stringent, deterministic QoS

guarantees. In principle, supporting deterministic QoS necessitates the use of deterministic tra�c

models. For this purpose, we use a a time-varying tra�c envelope that provides an upper bound on

the bit rate. The main idea behind this envelope is to exploit the periodic nature of the groups-of-

pictures (GOP) pattern in MPEG compression. The parameters of this envelope are constant over

a time-window of a prede�ned size, and they vary from one time-window to another. With smaller

window sizes, the bounds are tighter and the bandwidth allocation strategy is more e�ective. As

a limiting case, the window size can be taken as the whole duration of the movie, resulting in a

global tra�c envelope, which was used in [13]. By using window-based envelopes and by appropriate
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stream scheduling at the server, the aggregate tra�c has a peak rate that is much smaller than the

sum of the peak rates of individual sources. Thus, allocation can be made based on the peak rate of

the aggregate tra�c, resulting in signi�cant bandwidth gain. We present several scheduling schemes

for heterogeneous sources. In some cases, our schemes achieve about 85% reduction in peak rate;

a �gure comparable to the best gain from temporal smoothing [10, 23]. Since video streams in our

schemes are transmitted at a constant frame rate instead of a constant bit rate, almost no bu�er is

needed at client side (a 1-frame bu�er may be needed by the decoder for synchronization purposes).

The startup delay is determined only by the scheduling delay, which is quite acceptable for small

window sizes.

The rest of the paper is organized as follows. Section 2 introduces the tra�c-envelope model.

The basic bandwidth allocation strategy is presented in Section 3. Scheduling schemes are proposed

in Section 4. The performance of these schemes is investigated in Section 5 using real video traces.

Section 6 summarizes the main �ndings of the paper.

2 Tra�c-Envelope Model

A typical MPEG encoder generates three types of frames: Intra-coded (I), Predictive (P ), and

Bidirectional (B) frames [8, 9]. On average, I frames are the largest in size, followed by P frames,

and �nallyB frames. The three types of frames are typically generated according to a prede�ned GOP

pattern. Although not mandated by the standards, many available MPEG encoders, particularly

those that target constant-quality compression, use the same GOP pattern repeatedly in compressing

all frames of a given video sequence. Typically, \regular" GOP patterns are used, where the number

of successive B frames between two reference frames (I or P) is �xed (see Figure 1). Throughout this

paper we assume regular GOP patterns. A regular GOP pattern is characterized by two parameters:

N : Frame distance between an I frame and the subsequent I frame

M : Frame distance between an I frame and the subsequent P frame

If no P frames are used, then M

4

= N . Since the coding of B frames involves non-causal predic-

tion, before transmitting a video sequence over the network the compressed frames are rearranged

according to their decompression order. However, and except for the �rst few frames, the encoding

and transmission orders of an MPEG sequence exhibit similar periodic behavior in the GOP pat-

tern, although the dependency structure is now di�erent. This is illustrated in Figure 1. It is thus

reasonable to assume that a stream consists of replications of a given GOP pattern.

A deterministic time-varying bound on the bit rate of a source s

i

can be constructed from the

5-tuple (I

(i)

max

; P

(i)

max

; B

(i)

max

; N

(i)

;M

(i)

), where I

(i)

max

is the largest frame of s

i

(typically, an I frame),

P

(i)

max

is the largest P or B frame (typically, a P frame), and B

(i)

max

is the largest B frame. It is

assumed here that the bit rate over a frame period is uniform, so the frame size is an equivalent

representation of the bit rate during that frame period. Note that I

(i)

max

� P

(i)

max

� B

(i)

max

. The

parameters N

(i)

and M

(i)

describe the GOP pattern of s

i

. The �ve parameters were used in [13] to

construct a \global" tra�c envelope, which is depicted in Figure 2 (solid line). The simplicity of the

global tra�c envelope makes it attractive even for real-time video, where the maximum frame sizes

may be estimated or policed according to predetermined values. However, the bound represented by
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Figure 1: Encoding and transmission orders of an MPEG sequence (N = 6;M = 3).

such an envelope can be quite loose since the maximum frame sizes for each frame type (taken over

the entire stream) are not representative of most parts of the stream. To obtain a tighter bound, we

use a window-based tra�c envelope. Here, an MPEG stream is divided into segments called windows

(since a VBR stream is transported at a constant frame rate, a window can be regarded as a time

interval and a sequence of frames. Given a pre-coded video stream, a tra�c envelope is constructed

for each window with the maximum frame sizes taken over frames in that window. For simplicity,

we use windows of �xed length W which is taken to be a multiple of N .

The window-based tra�c envelope for stream s

i

is a piecewise-constant function

�

b

(i)

(t) that is

parameterized by

E

(i)

=

�

I

(i)

max

;P

(i)

max

;B

(i)

max

; N

(i)

;M

(i)

�

where I

(i)

max

, P

(i)

max

, and B

(i)

max

are vectors of W

(i)

max

elements; W

(i)

max

being the number of windows in

stream s

i

. The jth element of each of these vectors represents the maximum size of the corresponding

frame type in the jth window. This element is indicated by I

(i)

max

(j), P

(i)

max

(j), and B

(i)

max

(j), for I ,

P, and B frame types, respectively. Note that

�

b

(i)

(t) is periodic within each window. An example of

global and window-based tra�c envelopes is depicted in Figure 2.

I

(i)

max

(0)

P

(i)

max

(0)

B

(i)

max

(0)

Time (in frame periods)

N 2N 3N 4N

Bit Rate

global tra�c envelope

window-based envelope

Figure 2: Example of global and window-based tra�c envelopes (W = N = 6, M = 3).
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3 Bandwidth Allocation for Multiplexed Streams

By characterizing video streams using the above model, one can intuitively expect that in most cases

the peak rate of the aggregate tra�c (i.e., after multiplexing) is less than the sum of the individual

peak rates. The peak rate of the aggregate tra�c depends on the degree of overlap among the GOPs

of di�erent streams, with the extreme case when all streams are sending I frames simultaneously. A

video server can take advantage of this fact and minimize the total required bandwidth (equivalently,

maximize the number of simultaneously transported streams) by appropriate scheduling of video

streams at the multiplexer.

Consider a plausible scenario for a video distribution system shown in Figure 3. In this scenario,

video streams are transported from the server to several head-end (HE) switches over a public net-

work. Each HE switch provides access to several VOD clients. The distribution network consists of

several �xed-capacity bandwidth \pipes" (e.g., CBR ATM virtual paths) over which video connec-

tions are transported. The server tries to maximize the utilization of these pipes by implementing

stream-scheduling and multiplexing strategies for connections destined to the same HE switch. Since

each HE switch is expected to provide access to as many as 1000 connections [17], multiplexing of

such connections should intuitively result in signi�cant bandwidth gain.
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Figure 3: Scenario for video distribution over a wide-area network.

Suppose that n streams, s

0

; s

1

; : : : ; s

n�1

, are being multiplexed. Let t

i

be the starting time of s

i

,

as determined by the scheduling scheme at the server. We set t

0

4

= 0 to be used as a time reference.

Without loss of generality, we assume that for all i, t

i

is integer-valued (in units of frame periods).

Consequently, frame boundaries of di�erent streams are aligned in time. Frame sizes are given in

ATM cells, with cells being evenly distributed over a frame period. The tra�c envelope for the

superposition of n streams is given by

�

b

tot

(t)

4

=

n�1

X

i=0

�

b

(i)

(t� t

i

) (1)

We divide the time axis into windows of sizeW . New streams are initiated only at the start of a time-

window. This will result in a negligible startup delay of no more than W frame periods. From the

periodicity of the individual tra�c envelopes,

�

b

tot

(t) is also periodic over each window with period

�

N

,

where

e

N is the least common multiple of N

(0)

; N

(1)

; : : :. Thus, during the jth time-window,

�

b

tot

(t) is
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completely speci�ed by

�

N

values, which we simply indicate by

�

b

tot

(0);

�

b

tot

(1); : : : ;

�

b

tot

(

�

N

�1), with the

understanding that these values are speci�c to a given window (henceforth,

�

b

tot

(:) with an argument

other than t refers to one of these values, while

�

b

tot

(t) will still be used to indicate the general form

of this envelope). Likewise, we use

�

b

(i)

(k) to indicate one of the N

(i)

values of

�

b

(i)

(t) over a given

window. Note that

�

b

tot

(t) and

�

b

(i)

(t) are piecewise-constant functions of time. For simplicity, we let

the window size be a multiple of

�

N

.

Our bandwidth allocation strategy is as follows: During the jth time-window, the aggregate

tra�c is allocated an amount of bandwidth B(j) that is equal to the maximum value of

�

b

tot

(t)

during that window, i.e.,

B(j) = max

jth window

�

b

tot

(t) = max

i=0;:::;

�

N

�1

�

b

tot

(i) (2)

where

�

b

tot

(i), i = 0; 1; : : : ;

�

N

�1, are for the jth window. Under this allocation strategy, a bu�er of n

cells at the multiplexer (n being the number of ongoing streams) ensures no losses and a maximum

cell delay of n=B(j) for all cells transported during the jth time-window. The bu�er is needed to

handle simultaneous cell arrivals from di�erent streams.

4 Video Scheduling

In this section, we present several stream-scheduling schemes that can be used for e�cient multiplex-

ing of video connections at a server. The main objective of these schemes is to achieve signi�cant

reduction in the per-stream allocated bandwidth while simultaneously support stringent, determin-

istic QoS. We consider two cases. In the �rst case, a video stream is characterized by a global tra�c

envelope, which provides a simple yet relatively conservative model. In the second case, streams are

characterized by window-based envelopes. As the window size increases, the window-based envelope

approaches the global envelope. We use B (without an argument) to indicate the total allocated

bandwidth under global tra�c envelopes.

4.1 Scheduling Using Global Envelopes

Given n ongoing streams we de�ne their arrangement by the vector u = (u

0

; u

1

; : : : ; u

n�1

), where

u

i

4

= t

i

mod

�

N

is referred to as the phase of the ith stream. The vector u completely speci�es the

degree of overlap among the GOPs of di�erent streams. In the homogeneous case (i.e., identical

tra�c envelopes), it was shown [13] that an \optimal" arrangement that minimizes the allocated

bandwidth for n multiplexed streams is given by:

u

�

= (0; 1; : : : ; N � 1; 0; 1; : : : ; N � 1; : : : ;

| {z }

w times

0; 1; : : : ; n� wN � 1) (3)

where

w

4

= largest nonnegative integer k that satis�es n > kN
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The form of u is intuitive; given i ongoing streams, the (i + 1)th stream is scheduled such that its

GOPs are one frame period lag from the GOPs of the ith stream. For heterogeneous streams (streams

with di�erent envelopes), u

�

is not necessarily optimal. In fact, it can be shown that the optimal

arrangement in this case depends on the parameters of all tra�c envelopes. And even if such an

optimal arrangement is obtained for a given number of streams, the start or termination of streams

makes it necessary to rearrange the remaining streams to maintain the optimality, thus disrupting the

continuity of the displayed video. Alternatively, we provide e�cient suboptimal scheduling schemes

for streams that are characterized by heterogeneous envelopes.

Minimal-Rate Phase (MRP) Scheduling

Given n ongoing streams at the multiplexer, a new stream in MRP scheduling is initiated at the

phase with the lowest aggregate bit rate. MRP scheduling under global envelopes is illustrated in

Figure 4.

~
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~
N

~
N
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Figure 4: Minimal-Rate Phase scheduling under global tra�c envelopes.

In the homogeneous case, a MRP schedule reduces to u

�

of (3). In the heterogeneous case, we

will show that MRP is asymptotically optimal (i.e., as n ! 1). For simplicity, we assume that

the envelopes may di�er in their maximum frame sizes but they all have the same GOP pattern.

Our results can be extended to the case of di�erent GOP patterns, though the proofs are more

involved. Hence, we limit our treatment to the case of common GOP, which is not too unrealistic

given that movies in a particular video library will probably be compressed using the same GOP

pattern. First, we introduce some preliminary results. We assume that the scheduling of n streams

is done incrementally, starting with one stream and adding streams one at a time. Each addition

of a stream is called a step. Hence, n steps are needed to schedule n streams. While in practice

streams may terminate before the addition of new streams, this will have no e�ect on our asymptotic

results for large n. Let

�

b

(i)

tot

(j) be the value of

�

b

tot

(j) after the ith step (i.e., after scheduling the ith

stream). We refer to

�

b

(i)

tot

(j) as the ith partial sum during phase j. Note that

�

b

tot

(j) =

�

b

(n)

tot

(j) and

�

b

(i+1)

tot

(j) =

�

b

(i)

tot

(j) +

�

b

(i+1)

(j � u

i+1

). A chain is de�ned as the set of phases which di�er pairwise by

a multiple of M . For example, Phases 0, M , and 2M belong to the same chain. If the phases of two

streams belong to the same chain, then either both streams send I frames simultaneously, or one

stream sends I frames while the other is sending P frames (and vice versa).
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Lemma 4.1 The di�erence between any two partial sums on the same chain is at most A. Formally,

8j; k such that (j � k) modM = 0;

�

�

�

�

b

(i)

tot

(j) �

�

b

(i)

tot

(k)

�

�

�

� A (4)

where A = max

i2f0;1;:::;n�1g

I

(i)

max

:

Lemma 4.2 The di�erence between any two partial sums after any step i is at most 2A. Formally,

8j; k;

�

�

�

�

b

(i)

tot

(j)�

�

b

(i)

tot

(k)

�

�

�

� 2A (5)

The two lemmas are proved in the appendix. The following theorem follows directly from Lemma 4.2.

Theorem 4.1 Given n streams which are characterized by global tra�c envelopes, the aggregate

bit-rate function

�

b

tot

(t) resulting from MRP scheduling satis�es:

�

�
�

b

tot

(i) �

�

b

tot

(j)

�

�

� 2A; 8 0 � i; j � N � 1 (6)

The mean rate for the tra�c envelope of stream s

i

is given by

r

i

4

=

1

N

(i)

N

(i)

�1

X

j=0

�

b

(i)

(j) = (1=N

(i)

)I

(i)

max

+ (1=M

(i)

� 1=N

(i)

)P

(i)

max

+ (1� 1=M

(i)

)B

(i)

max

(7)

r

i

is a lower bound on the minimum bandwidth required to transmit the stream without delay. For

n streams, a lower bound on the total required bandwidth is given by

P

n�1

i=0

r

i

.

Corollary 4.1 For n heterogeneous streams with similar GOP patterns, the allocated bandwidth B

under MRP scheduling is within 2A of a lower bound on the minimum required bandwidth, i.e.,

n�1

X

i=0

r

i

� B � 2A+

n�1

X

i=0

r

i

(8)

Proof:

From (2),

B = max

j=0;:::;

�

N

�

b

tot

(j) �

1

N

N�1

X

j=0

�

b

tot

(j) =

1

N

N�1

X

j=0

n�1

X

i=0

�

b

(i)

(j) =

1

N

N

n�1

X

i=0

r

i

=

n�1

X

i=0

r

i

(9)

which proves the left inequality. Since B = max

j2f0;1;:::;N�1g

�

b

tot

(j), from Theorem 4.1 we have

B �

�

b

tot

(j) � 2A 8j. Thus,

B �

n�1

X

i=0

r

i

= B �

1

N

N�1

X

j=0

�

b

tot

(j) =

N�1

X

j=0

B �

�

b

tot

(j)

N

�

N�1

X

j=0

2A

N

= 2A (10)

which proves the right inequality. 2
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The above corollary says that under MRP scheduling the bandwidth allocated for n streams

is upper-bounded by 2A +

P

n�1

i=0

r

i

. As n increases, this bound approaches

P

n�1

i=0

r

i

. However,

P

n�1

i=0

r

i

is also a lower bound on the peak rate of the superposition of n envelopes, and the allocated

bandwidth under any scheduling scheme is greater than or equal this lower bound. Therefore, MRP

is asymptotically optimal.

4.2 Scheduling Using Window-Based Envelopes

Bandwidth allocation based on global tra�c envelopes can be relatively conservative if frame sizes

vary signi�cantly from one part of the movie to another. To achieve further reduction in bandwidth

allocation, we model MPEG streams by window-based tra�c envelopes. Throughout this section,

we consider heterogeneous envelopes with possibly di�erent GOP patterns. We assume, as before,

that n streams s

0

; s

1

; : : : ; s

n�1

have been scheduled and are already being multiplexed. The goal of

a scheduling scheme is to determine an appropriate phase for initiating a new stream s

n

.

Scheme A: Minimal-Stream Phase Scheduling

Here, s

n

is scheduled to start at the beginning of the phase with the least number of ongoing streams.

Let P (i) be the set of streams with phase i, P (i) = fs

j

j u

j

= ig. Then,

u

n

= k 2 f0; 1; : : : ;

�

N

�1g such that 8i 2 f0; 1; : : : ;

�

N

�1g; jP (k)j � jP (i)j (11)

In a sense, Scheme A tries to approximate u

�

by distributing streams over di�erent phases as evenly

as possible. This, however, may not always give good results, especially when the multiplexed streams

vary signi�cantly in their tra�c envelopes.

Scheme B: Minimal-Rate Phase Scheduling

Instead of the number of streams in a phase, scheduling can be based on the aggregate bit rate

during a phase. This is essentially a MRP scheduling adapted for window-based envelopes. Here,

s

n

is scheduled to start at the phase with the least aggregate bit rate in the next window. The idea

is illustrated in Figure 5. Note that s

n

arrives during the current window, but is initiated in the

subsequent window.

While Scheme A works well for homogeneous streams, Scheme B is expected to perform better

when the multiplexed streams are heterogeneous. The reason is that Scheme B tries to evenly

distribute the aggregate bit rate among all phases, irrespective of the number of streams in each

phase, giving rise to a smoother envelope than the one obtained from Scheme A. We showed earlier

that MRP scheduling with global tra�c envelopes is asymptotically optimal. This need not be true

under window-based tra�c envelopes, since u

n

is selected based on the minimum aggregate bit rate

over one time-window only.
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Figure 5: Minimal-Rate Phase scheduling under window-based envelopes.

Scheme C: Most-Window Minimal-Rate Phase Scheduling

The e�ectiveness of Scheme B can be improved by considering all relevant time-windows in the

determination of the minimal-rate phase. In Scheme C, s

n

is scheduled to start in the phase with

the minimum aggregate bit rate in most active time-windows. Let C(p) be the set of windows for

which phase p is the minimal-rate phase. Then, Scheme C schedules the new stream as follows:

u

n

= k 2 f0; 1; : : : ;

�

N

�1g; such that 8i; jC(k)j � jC(i)j (12)

To implement Scheme C,

�

N

counters are needed to record the sizes of the sets C(k) for k =

0; : : : ;

�

N

�1. An MRP schedule is �rst obtained for all time-windows during which s

n

will be

active (active windows are determined from the length of the requested movie and the window size).

Every time MRP selects a phase the counter associated with that phase is incremented by one.

�

N

comparisons are needed to determine the MRP schedule in each time-window. If s

n

contains L

n

frames, then the computational complexity of Scheme C is O(

�

N

L

n

=W ), which is quite feasible. For

a two-hour movie with a frame rate of 30 frames/s, even with the minimum allowable W =

�

N

, the

computations are in the order of milliseconds, which is quite acceptable for VOD services. Online

bandwidth calculations are of similar order of complexity.

Since bandwidth computation incur minor delay, the startup delay is mainly determined by the

delay due to scheduling, which is composed of a phase delay and a window delay. Phase delay is

at most

�

N

frame periods (� 1/2 second) for the three scheduling schemes. Based on our setting, a

new stream must be initiated no later than

�

N

frame periods after the start of the time-window that

follows the arrival of the video request. Thus, a maximum window delay of W is possible, which is

tolerable provided W is not too large.

If the system has a �xed bandwidth B

avail

, we can use a static admission control that checks

the maximum bandwidth B

max

= max

j

B(j) against B

avail

. On the other hand, if the underlying

network has a renegotiated CBR service, then B(j) can be renegotiated for each window j. However,

appropriate actions should be taken if renegotiation fails, such as dropping connections or reducing

quality. In our experiments, we use static admission control to compute the admissible connections.
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5 Performance Results

In this section, we evaluate the performance of the previous scheduling schemes using four real

MPEG-1 video traces. These traces were captured by di�erent researchers [4, 7, 10, 12] for various

types of video (see references for compression details). Table 1 summarizes the main characteristics

of the examined traces.

Trace Length (in frames) % of Mean/Peak N M

Wizard of Oz [12] 41760 12.2% 15 3

Star Wars [4] 174136 8.5% 12 3

Lecture [11] 16316 22.3% 6 3

Last Action Hero [7] 238680 6.1% 12 3

Table 1: Traces used to evaluate the performance of video-scheduling schemes.

Two types of results are reported. One for the \static" scenario in which the number of multi-

plexed streams is �xed with the assumption that video requests are evenly spread out over the time

duration of a particular movie. Such a scenario provides insight about the behavior of the system at

equilibrium. The second type of results is for a dynamic scenario in which video requests arrive at

the server according to a Poisson process, and they terminate after �xed time intervals that corre-

spond to movie durations. In this case, both the number of ongoing connections and the per-stream

bandwidth uctuate continuously with time. Our performance measures for both types of results are

the average allocated bandwidth per stream (in percentage of the source peak rate) and the number

of admissible streams. For the latter measure, admissibility is determined based on the worst-case

bandwidth over all subsequent windows during which the examined stream will be active if it was

admitted.

5.1 Static Scenario

Figure 6 shows the allocated bandwidth as a function of time for ten Star Wars [5] sources using

Schemes A and B. As the window size increases from W = 1800 frames (Figure 6 (a)) to W = 18000

frames (Figure 6 (b)), the average allocated bandwidth tends to increase. Schemes A and B have

comparable performance, with Scheme A being slightly better on the average. Although Scheme B

chooses a minimal rate phase, which tends to smooth out the di�erence between phases, the choice is

only based on the �rst window. Because the envelope parameters di�er from one window to another,

the selected phase may not be a minimal-rate phase in these windows. This explains why Scheme

B fails to perform better in this case. Note that even with a small number of multiplexed streams,

60-70% reduction from the peak rate is achieved.

To examine the impact of the window size on the allocated bandwidth, we tested schemes A,

B, and C with di�erent window sizes using Star Wars and Wizard of Oz traces (taken separately).

The average bandwidth per stream is shown in Figure 7 as a function of the number of multiplexed

streams. Intuitively, the smaller the window size, the tighter the tra�c-envelope bound and the more

e�cient the allocation strategy. As W goes to in�nity, the window-based tra�c envelope reduces

to the global tra�c envelope. The three scheduling schemes have comparable performance, with
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Figure 6: Allocated bandwidth as a function of time for ten multiplexed streams.

Scheme B being slightly worse than the other two. Schemes A and C perform similarly, with one

outperforming the other in certain cases and vice versa. In fact, the plots of schemes A and C overlap

signi�cantly, especially in the case of Star Wars streams. Note that the bandwidth per stream for all

window sizes converges very quickly, with the multiplexing gain of 20 sources almost as good as that

of 200 sources. For a small window size (W = 60 frames = 2 seconds), the three schemes achieve an

average bandwidth of about 15% of the peak rate. Even for large windows (W = 1800), the allocated

bandwidth is less than 30% of the peak rate.

It would be interesting to compare bandwidth gain from our schemes to that achieved using video

smoothing. One problem in doing such a comparison is that the gain in video smoothing depends

on the bu�er size in the set-top box and on the startup delay. According to one \optimal" video

smoothing approach [23], a reduction of 75-87% of the peak rate was reported for a client bu�er

of about 1 MB and a startup delay of less than a second. In our schemes, a window size of 60

frames results in 80-85% reduction of the peak rate (see Figure 7), which is quite comparable to the

maximum gain from video smoothing. However, in contrast to video smoothing, our approach require

no bu�er at the set-top box since frames are transported at their playback rate. With smaller window

sizes (e.g., W = 30), more gain can be achieved at the expense of more bandwidth computations at

the server.

The performance of the stream-scheduling schemes in terms of the overall utilization can be

obtained by contrasting the third column in Table 1 to the plots in Figure 7. For example, for

Wizard of Oz the mean rate is about 12.2% of the peak rate. When multiplexing more than twenty

Wizard of Oz streams, the three scheduling schemes result in per-stream bandwidth of about 17%

of the source peak rate (with W = 60). Thus, the utilization in this case is about 74%. For W = 30

(not shown) the utilization reaches up to 90%. For Star Wars the utilization is about 57% when

W = 60 and 79% when W = 30.

Figure 8 (a) depicts the number of admissible connections based on our scheduling schemes

versus its counterpart based on source-peak-rate allocation for Star Wars with W = 300. The
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number of admissible connections based on our schemes is more than four times that of source-peak-

rate allocation. The �gure also depicts the performance using the global tra�c envelope (W =1).

Note that the number of admissible connections based on our scheduling schemes is almost a linear

function of available bandwidth with a slope several times the slope of the corresponding curve under

peak-rate allocation. This suggests that VBR connections are admitted almost like CBR connections,

but with an e�ective bandwidth that is a fraction of the peak rate. Figure 8(b) shows the impact

of the window size on the number of admissible connections. As expected, more connections can be

admitted with smaller window sizes.

We also tested our schemes when video streams of di�erent movies are multiplexed. Figure 9

shows the performance for two mixes; each consisting of three di�erent movies. The average allocated

bandwidth (over all windows and over all ongoing streams) is depicted as a function of the number

of streams. To multiplex a given number of streams, we incrementally add streams while alternating

among the three movies until reaching the desired number of streams. Comparing both �gures to the

previous �gures for the multiplexing of a particular movie, it can be noted that for mixed sources,

schemes B and C outperform Scheme A, with Scheme C yielding the best result. The reason is

that the phase with the least number of streams which is used in Scheme A is no longer necessarily

a good phase to schedule the start of a new stream. Due to the repetitive fashion of our stream

selection, Scheme A always schedules streams belonging to a certain movie at a certain set of phases.

Because of the di�erence in the tra�c envelopes from one source to another, the aggregate bit-rate in

some phases is signi�cantly greater than that of other phases, causing an increase in the per-stream

allocated bandwidth.

5.2 Dynamic Scenario

The results in the previous section were computed numerically assuming a �xed number of streams

in a given experiment. It would be useful to evaluate the performance in a dynamic setting that

simulates the situation at a video server. In the following simulations, we assume that video requests

arrive at a server according to a Poisson process with rate �. The server maintains the set of movies

given in Table 1. Each movie has a �xed length, which di�er from the lengths of the other movies.

These lengths are determined based on the lengths of the corresponding traces assuming that movies

are encoded at a rate of 30 frames/second. Movies are requested with equal probabilities (one can

also assign unequal probabilities using, for example, Zipf's law). When a request arrives during a

time-window, an admission test is performed. If the connection is admitted, the corresponding video

stream is scheduling to start in an appropriate phase in the subsequent time-window. Let �

4

= ��,

where � is the average duration of a movie (in case of multiple movies, � is the arithmetic average

of the durations of these movies). � represents the average number of transported connections at

equilibrium, excluding the ones that arrive in the middle of a time window and are waiting to be

initiated in the next window.

Figure 10 depicts a sample path for the number of connections in the system assuming a particular

movie (the Wizard of Oz ) is always being requested. The �gure shows both the number of admitted

connections and the number of actually transported connections. The two quantities di�er due to

the fact that accepted requests are serviced only at the beginning of a time-window. Consequently,
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Figure 7: Ratio of average allocated bandwidth/peak rate versus number of multiplexed streams.
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Figure 8: Number of admissible connections.
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Figure 9: Ratio of average allocated bandwidth/peak rate versus number of streams (W = 300).
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the number of transported connections increases at time instants W; 2W; : : :, and decreases at time

instants W + �; 2W + �; 3W + �; : : :.
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Figure 10: Numbers of admitted and transported connections as a function of time (� = 23:2 min,

W = 16.667 min).

It would be useful to evaluate the average delay incurred due to windowing in our schemes (the

worst-case delay is given by W ). This can also be used to determine the average number of admitted

connections. Let d be the windowing delay that is experienced by a newly admitted connection whose

request arrive in the middle of a time-window, and let

~

d =W �d, which represents the time between

the start of the current window and the arrival of the request during that window. First, we will

determine E[

~

d]. Let A be the number of requests that arrive during the current window. Clearly,

A has a Poisson distribution with parameter �W . Let x

i

be the di�erence between the arrival time

of the ith request of the current window and the beginning of the current window; i = 1; : : : ; A. x

i

is the sum of i independent and exponentially distributed interarrival times. Thus, conditioned on

A = k, x

i

has a gamma distribution with scale parameter � and shape parameter i, for i = 1; : : : ; k.

Accordingly,

E[

~

d=N = k] = E

"

P

k

j=1

x

j

k

#

=

1

k

k

X

j=1

E[x

j

] =

1

k

k

X

j=1

j

�

=

k + 1

2�

(13)

From (13) we obtain

E[

~

d] =

1

X

k=1

k + 1

2�

Pr[N = k] =

1

2�

(

1

X

k=1

kPr[N = k] +

1

X

k=1

Pr[N = k]

)

=

1

2�

(

1

X

k=0

k Pr[N = k] + 1� Pr[N = 0]

)
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��W
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(14)

Therefore,

E[d] =

W

2

�

1� e

��W

2�

(15)

From (15) one can determine the average number of admitted connections, which is given by �(�E[d]).

Figure 11 depicts the uctuations of the allocated bandwidth with time in the dynamic scenario

using Scheme A. In contrast to the static scenario (see Figure 6), bandwidth updates are performed

when a stream terminates or when a new window starts (bandwidth updates due to new streams

are also performed at the start of a window). As � increases, the level of bandwidth uctuations

decreases, since now the addition or termination of a stream has less impact on the per-stream

bandwidth.
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Figure 11: Allocated bandwidth/peak rate as a function of time in the dynamic scenario.
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Figure 12: Average allocated bandwidth/peak rate for di�erent window sizes in the dynamic scenario.

The average allocated bandwidth (as a percentage of the source peak rate) versus the window

size is shown in Figure 12 for each of the window-based scheduling schemes. Each point in the �gure

16



represents a time average of the per-stream bandwidth computed over the duration of the simulation

experiment. Each simulation experiment was run for 1440 minutes of simulated time. As expected,

more bandwidth gain is achieved with smaller window sizes and with larger �. However, for W �

few hundreds of frames, the window size starts to have less impact on the gain. Furthermore, as �

increases its impact on the bandwidth starts to fade away (which is predicted from the asymptotic

behavior in Figure 7). What is not intuitive in Figure 12 is the relative performance of the three

scheduling schemes. One would have expected Scheme C to achieve the best performance. However,

in the single-movie case (i.e., no mixing) and at � = 10, the performance of Scheme A is slightly

better than that of Schemes B and C. For larger values of �, Scheme A and C have almost the

same performance, which is slightly better than that of Scheme B. When streams of di�erent movies

are multiplexed, Scheme B shows a slightly better performance than the other two. Overall, the

three schemes achieve comparable performance in the dynamic scenario. This is justi�ed by the fact

that the scheduling criteria for Schemes B and C do not take into account the dynamic nature of

active connections at the server. For example, the scheduling criterion for Scheme C is based on the

minimal-rate phase with the largest number of occurrences in future active windows as determined by

currently active streams. The continuous addition and termination of streams reduces the scheduling

e�ciency of Scheme C. Note that as � increases and for a particular movie, the impact of a single

stream is reduced, and Scheme C starts to be more e�cient than Scheme B. In the dynamic scenario,

we expect that further gain can be obtained using a variant of Scheme C which is based on the

minimal-rate phase over a number of time-windows for which no more that one arrival or termination

is anticipated. This is currently being investigated and results will be reported in a future paper.

6 Summary

In this paper, we proposed an e�cient strategy for transporting VBR MPEG-coded video streams

from a video server to clients over a distribution network. Our approach achieves a signi�cant reduc-

tion in the allocated bandwidth (compared to peak-rate allocation), while simultaneously providing

stringent, deterministic QoS guarantees. To achieve such gain, we exploit the periodic structure of

MPEG video by characterizing video streams using time-varying tra�c envelopes. Based on such

characterization, stream-scheduling and multiplexing are used to reduce the per-stream bandwidth

at the server. Unlike video smoothing approaches, video frames in our approach are transmitted at a

constant frame-rate and no extra bu�ering is needed at the receiving end. For heterogeneous sources,

we introduced a minimal-rate phase scheduling and established its asymptotic optimality under global

tra�c envelopes. Window-based tra�c envelopes are introduced to provide a tighter bound on the

actual bit-rate of MPEG streams. Based on such envelopes, three stream-scheduling schemes were

presented for heterogeneous sources, which were shown to achieve signi�cant bandwidth gain. The

e�ectiveness of these schemes was demonstrated via numerical results and simulations using real

video traces.
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Appendix

A Proof of Lemma 4.1

We prove the lemma by induction on the number of \steps". For the �rst stream, the partial sums

are I

(1)

max

, P

(1)

max

, or B

(1)

max

. So the di�erence of partial sums between any two phases is at most A.

Suppose that (4) holds after the mth step. At the (m + 1)th step, MRP chooses u

m+1

for stream

s

m+1

such that

8p 2 f0; 1; : : : ;

�

N

�1g;

�

b

(m)

tot

(u

m+1

) �

�

b

(m)

tot

(p) (16)

The partial sum at phase j is incremented by

�

b

(m+1)

(j � u

m+1

); that is

�

b

(m+1)

tot

(j) =

�

b

(m)

tot

(j) +

�

b

(m+1)

(j�u

m+1

). We now show that (4) still holds. For any two phases, j and k, in the same chain,

compare the values of

�

b

(m+1)

tot

(j) and

�

b

(m+1)

tot

(k). The only possibilities for the partial sum increments

are:

1.

�

b

(m+1)

(j � u

m+1

) =

�

b

(m+1)

(k � u

m+1

) = B

(m+1)

max

(or P

(m+1)

max

). Thus,

�

b

(m+1)

tot

(j) and

�

b

(m+1)

tot

(k)

are both increased by B

(m+1)

max

(or P

(m+1)

max

) from the previous step, and their di�erence remains

the same.

2.

�

b

(m+1)

(j�u

m+1

) = I

(m+1)

max

and

�

b

(m+1)

(k�u

m+1

) = P

(m+1)

max

(or vice versa). Since (j�u

m+1

)th

frame is an I frame, j = u

m+1

. But u

m+1

is the minimal-rate phase. By (16),

�

b

(m)

tot

(j) �

�

b

(m)

tot

(k).

Using (4) and the fact that P

(m+1)

max

� I

(m+1)

max

� A,

�

�

�

�

b

(m+1)
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(j) �
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b

(m+1)
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(k)

�

�

�
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�

�

�

(

�

b

(m)

tot

(j) �
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b

(m)

tot

(k)) + (I

(m+1)
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� P

(m+1)
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)
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� maxf

�
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(k)�

�

b

(m)
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(j); I

(m+1)
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� P

(m+1)

max

g � A

By induction, the lemma is proved. 2

B Proof of Lemma 4.2

(By induction on the number of steps). When one stream is scheduled, the lemma clearly holds.

Suppose (5) holds after the mth step. After the (m+1)th step, compare the values of

�

b

(m+1)

tot

(j) and

�

b

(m+1)

tot

(k). If j and k are in the same chain, by Lemma 4.1, their partial sum di�erence is at most

A, and (5) holds. If j and k are not in the same chain, but are incremented by the same value, still

(5) holds. The remaining possibility is that j is in the same chain as u

m+1

, with an increment of

either I

(m+1)

max

or P

(m+1)

max

, and k is in a di�erent chain, with an increment of B

(m+1)

max

(or vice versa).

We consider the case of I

(m+1)

max

(the case of an increment of P

(m+1)

max

is similar).

1.

�

b

(m)

tot

(j) �

�

b

(m)

tot

(k). From (5),

�

�

�

�

b

(m)

tot

(j) �

�

b

(m)

tot

(k)

�

�

�

=

�

�

�

(

�

b

(m)

tot

(j) �

�

b

(m)

tot

(k)) + (I

(m+1)

max

�B

(m+1)

max

)

�

�

�

� maxf

�

b

(m)

tot

(k)�

�

b

(m)

tot

(j); I

(m+1)

max

�B

(m+1)

max

g � 2A
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2.

�

b

(m)

tot

(j) >

�

b

(m)

tot

(k). From (16), we have

�

b

(m)

tot

(j) >

�

b

(m)

tot

(k) �

�

b

(m)

tot

(u

m+1

). Since j and u

m+1

are

in the same chain, the di�erence between

�

b

(m)

tot

(j) and

�

b

(m)

tot

(u

m+1

) is at most A by (4). Thus,

the di�erence between

�

b

(m)

tot

(j) and

�

b

(m)

tot

(k) is bounded by A.

�

�

�

�

b

(m+1)

tot

(j) �

�

b

(m+1)

tot

(k)

�

�

�

=

�

�

�

(

�

b

(m)

tot

(j) �

�

b

(m)

tot

(k)) + (I

(m+1)

max

�B

(m+1)

max

)

�

�

�

� (

�

b

(m)

tot

(j)�

�

b

(m)

tot

(k)) + (I

(m+1)

max

�B

(m+1)

max

) � 2A

Therefore, (5) holds for the (m+ 1)th step. By induction, the assertion is proved. 2
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