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Full Frame Encryption and Modulation Obfuscation
Using Channel-independent Preamble Identifier
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Abstract—The broadcast nature of wireless communications eavesdropping on 802.11 WLAN traffic for only seconds,
exposes various “transmission attributes,” such as the packet size, an adversary (Eve) can determine the type of user activities
inter-packet times, and the modulation scheme. These attributes with 80% accuracy [1]. The sizes (in bytes) and direction of

can be exploited by an adversary to launch passive (e.g., traffic ket h d betw bil d int
analysis) or selective jamming attacks. This security problem is packets exchanged between a mobile user and an access poin

present even when frame headers and payloads can be encryptedMay reveal what phrase the user is searching for in a search
For example, by determining the modulation scheme, the attacker engine [2], and identify the browsed page [3] or the language

can estimate the data rate, and hence the payload size. used in an encrypted instant messaging application. SCI can
In this paper, we propose Friendly CryptoJam (FCJ). FCJ )54 facilitate geographically tracking the user by identifying

decorrelates the payload’s modulation scheme from other trans- h ticul toh ible devi 4
mission attributes by embedding information symbols into the er particular smartphone among many possible devices [4].

constellation map of the highest-order modulation scheme sup- By analyzing transmission attributes, Eve can further learn
ported by the system (a concept we refer to amdistinguishable the type or stage of a communication, and launch selective
modulation unification). Such unification is done using minimum-  jamming attacks. For example, Nouleir al. [5] demonstrated
complexity trellis-coded modulation that is combined with a reactive jammer that can significantly hammer the network
secret pseudo-random sequence to conceal the structure impose . . . .

by the code. It preserves the BER performance of the original hroughput by |r_1tercept|ng the .rate field in the header and
modulation scheme (before unification). At the same time, mod- accordingly decide whether to jam the rest of the frame. If
ulated symbols are encrypted to hide PHY-/MAC layer fields. To a packet is not correctly decoded as a result of jamming, the
identify the Tx and synchronously generate the secret sequencetransmitter (Alice) mistakenly assumes a poor channel and

at the Tx/Rx, an efficient identifier embedding technique based |, er the rate when retransmitting the same packet, wasting
on Barker sequences is proposed, which exploits the structure ’
network resources.

of the preamble and overlays a frame-specific identifier on it.
We study the implications of the scheme on PHY-layer functions ~ TO obtain transmission attributes, Eve can intercept un-
through simulations and USRP-based experiments. Our results encrypted fields in the PHY and MAC headers [1], [2],
confirm the efficiency of FCJ in hiding the targeted attributes. [5], [6]. These fields include the source/destination MAC
Index Terms—PHY-layer security, side-channel information, addresses, payload transmission rate and modulation scheme,
modulation unification, preamble, untraceable TCM, USRP. frame length/duration, traffic directionality, number of MIMO
streams, and others. Eve can also perform low-level RF
analysis to obtain SCI even when PHY/MAC headers are

encrypted, a threat that has not been well-studied in the

U SING commaodity radio, unauthorized parties can easifiarature. Consider, for example, the detection of the payload’s
eavesdrop on wireless transmissions. Although advangaddulation scheme of an entirely encrypted PHY frame.
encryption algorithms like AES can be applied to ensure dqtging an off-the-shelf device such as a signal analyzer or a
confidentiality, parts of the frame (e.g., PHY/MAC headerg)edicated device equipped with an FPGA [7], one can detect
must be transmitted in the clear for correct protocol operatighe modulation scheme, and accordingly estimate the payload's
and device identification. For example, 802.11i, the primagyta rate. The same device can also measure the frame duration

security amendment of 802.11, provides confidentiality onlyng determine the packet size based on the estimated data rate.
for the MAC-layer payload. Even if we hypothetically encrypt

the entire PHY frame, the transmission is not completely o o
immune to eavesdropping. An adversary can still fingerprift Existing Countermeasures and Their Limitations

encrypted traffic through analyzing ide-channel informa-  we first explain why a naive approach based on encrypting
tion (SCI). It refers to statistical traffic features, such asHy and MAC headers to prevent Eve from intercepting them
packet size distribution, traffic volume, and inter-packet tinyg not practical. To decrypt them, the intended receiver (Bob)
sequence. These statistical features can be obtained by estiM@éds to identify the sender at PHY layer among several
ing and correlating leakettansmission attributesincluding potential senders and apply the right decryption key. When
frame duration, the modulation scheme, traffic directionalifyeaders are fully encrypted, none of their fields (e.g., sender’s
(uplink/downlink), and inter-packet times. Traffic fingerprint3)AC address) can be used for identification. In addition, MAC
can be used to breach user privacy by tracking her or digddress randomization that has recently been employed for
cerning her identity, activity, and interests. For example, ¥ding the true address (e.g., in the probe requests in Apple
, _ _ iOS 8.1.3) is also not sufficiently helpful. Besides its other
H. Rahbari and M. Krunz are with the Department of Electrical and . . . .
Computer Engineering, University of Arizona, Tucson, AZ 85721. vulnerabilities [8], such hidden MAC identifier still cannot be
E-mail: {rahbari,krun} @email.arizona.edu used at the PHY layer. Likewise, Alice-Bob channel or Alice’s
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radiometric features cannot be used as an identifier becauséootthe information signal. The FJ power may need to be even
mobility and/or inaccuracy of low-end RF receivers [9]. higher than the information signal power to achieve nonzero
Techniques to prevent SCI leakage can be divided into threecrecy capacity [18]. Moreover, Alice may not have sufficient
categories: SCI obfuscation at upper layers [10]-[14], rateimber of antennas (degrees of freedom) to apply FJ.
hiding in our initial work [15] and in more recent scheme [16], Third, transmitter- and receiver-based FJ (e.g., [19]) are
and eavesdropper deafening at the PHY layer. Upper-laygitl vulnerable tocross-correlation attacken (unencrypted)
SCI obfuscation techniques aim at invalidating SCI, usually aémi-static header fields, the fields that can take one of a few
the cost of traffic overhead. For example, packet padding cealid values. Eve can detect the start of a frame, even if it is
be used to alter the traffic statistics. However, the overheaombined with a jamming signal [23]. By knowing where each
can be as high ad00% [12]. Traffic reshaping[10] is a field is supposed to start in the underlying header format, Eve
MAC layer technique that involves configuring several virtuadan pinpoint a targeted field in the received signal. Because
interfaces with different MAC addresses for the same devioé FJ, Eve may not be able to successfully decode the field
so as to create different traffic patterns on each interface. Thiaue. However, she can correlate the sequence of modulated
prevents Eve from associating all the packets with the samgmbols of each possible value with the received signal and
sender. Similarly, the sender and receiver can agree on agatss the true field value [15]. In general, this cross-correlation
of confidential time-rolling MAC addresses [14]. Howeverattack can be formulated as a composite hypothesis testing.
these identifier concealment techniques cannot hide certainLast but not least, FJ cannot effectively hide the modulation
attributes, including the modulation scheme. scheme and frame duration. If the jamming signal is random,
To hide the payload’s modulation scheme, Conceal amye can employ detection techniques for low SNR (e.g., [7],
Boost Modulation (CBM) was proposed in [16], whereby24]) to detect the modulation scheme. Even if the FJ signal
convolutional codes based on a Generalization of Trellis Codtkes the form of a digitally modulated signal (as opposed to
Modulation (GTCM) are used, combined with a cryptographi@ndom noise), Eve may still detect the modulation scheme of
interleaving mechanism to conceal the information about tiige payload by analyzing the order and constellation map of
underlying code. GTCM directly encodes the symbols of anlie received superposition. The superposition of the | and Q
modulation scheme into the highest-order modulation scheraemponents of the complex symbols that belong to the two
A symmetric-key scheme was also proposed to encrypt thignals results in a modulation scheme whose order and con-
PHY-layer header. While CBM can achieve up 8&dB stellation depend on the original schemes and the respective
asymptotic coding gain (in idealized simulation scenarios), iéceived powers. Therefore, the resulting constellation map
does not address the issue of sender identification and tfa® disclose the constituent modulation schemes.
decryption of the PHY-layer header. Moreover, the complexity
of GTCM codes, interleaving, and expensive symmetric-ke
encryption result in a large decoding delay at Bob. Due
acute susceptibility of higher-order modulation schemes toTo address the aforementioned limitations, we propose
phase offset, GTCM codes also suffers significantly frofariendly CryptoJam(FCJ), a form of friendly jamming but
inaccurate FO estimation, reducing its coding gain. with the information and jamming signals intermixed right
PHY-layer eavesdropper deafening techniques includéer the digital modulation phase and before the frame is
friendly jamming (FJ), e.g., [17]-[19]. In this method, Eve'dsransmitted over the air. Our intermixing method makes FCJ
channel is degraded without impacting the channel quality atform of modulation-level encryption (for the whole frame)
Bob. This is done using (distributed) MIMO techniques tand also a form of modulation obfuscation (for the PHY-layer
transmit a jamming signal that is harmless (friendly) to Bolpayload). To generate a secret FJ sequence, Alice exploits
However, four fundamental issues limit the practicality of thian unpredictable sender identifier as a seed, which is then
approach. First, if Eve is equipped with multiple antennas toembedded in the frame preamble (i.e., a PHY-layer identifier).
she can cancel out a transmitter-based FJ signal [20], [2This way, Bob can identify the sender for key lookup and
For example, Schulet al. [21] exploited a known part of synchronize with Alice in generating the same FJ sequence.
Alice’s signal (e.g., frame preamble) to estimate the precodihtgreafter, we call this secret sequence as “FJ traffic”. This
matrix used in generating the FJ signal and then eliminadtientifier is independent of the link features and is robust to
it from the received signal at Eve. This matrix is supposgtown plaintext attacks. Compared to our initial proposal of
to be secret and unique, as it depends on the channel std [15], the modulation encryption in this paper preserves the
information (CSlI) for the Alice-Bob channel, i.e., it representS§ray coding structure of the encrypted symbols on the original
a signature of the Alice-Bob channel. THimown-plaintext constellation map. In contrast to conventional (digital domain)
attack can thwart any deafening scheme that relies on sigeatryption, the encryption in FCJ is modulation-aware.
prefiltering (precoding) at Alice. Furthermore, the uniquenessUsing parts of the same FJ traffic, encrypted symbols of
of the Alice-Bob CSI has been shown not to be true in thbe payload are then simultaneously coded and mapped (up-
presence of strong LOS component [22]. Specifically, a fegraded) to the constellation map of the highest-order (target)
adversaries located several {8) wavelengths away from Bob modulation scheme supported by the system. We develop a
can cooperatively reconstruct Alice-Bob channel’'s signaturenodulation coding that prevents the disclosure of the payload’s
Second, FJ requires additional transmission power and amiginal modulation scheme, i.e., it provideslistinguishable
tenna(s), which come at the expense of throughput reductimedulation unificationln contrast to the uncoded modulation

. Overview of Friendly CryptoJam
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e v A version of a 128-bit all-one preamble that is spread using an
‘ — 1 — 11-chip Barker sequence (see Table I). For a Barker sequence
Before FCJ [plha] 1e-qam | hdr| . BPSK ) . i
P = ; P e of length N, its autocorrelation function at lak, denoted by
Mod. encrypted ;  Mod encrypted | A(k), is very low at non-zero lags (orthogonality property).
After FCJ [@ This can be exploited for frame detection and timing. Formally,
! ; 1 | ) N—k
Eve’s belief: 600 bytes % 600 bytes ﬁ A(k) = | Z bibjpr| <1,1<k <N 1)
j=1

Fig. 1. Example of usingriendly CryptoJanto hide the header fields and the _ ; uence. The receiver
modulation scheme (and payload size) of two arbitrary frames. Headers A’KQereb {b1b2 o 'bN} is a Barker seq )

payload are modulated-encrypted and modulation-unified without changif@Telates this known sequence with the received sample
the information rate and frame duration. Under FCJ, an identifid)(is  sequence = {ry72 ...} and computes the square of the cross-
overlaid on the original frame preambl®), leading to a new preamblé’(). correlation value. denoted w(b n)

) ) .

unification in the initial design [15] and variable-rate coding N
for upgrading different modulation schemes to same target R(b,n) = ‘Zb;rﬁ"—l
modulation scheme in CBM [16], the novel mapping proposed J=1

in this paper employs only two minimal trellis-coded modula-

)

‘ 2

: . : Input Sequence

tion (TCM) codes with constraint I_englin 2 (and constant rate R BT e wars s sy ey ey ey gy ey g
irrespective of the target modulation scheme). These codes are 1 —1,41,—1,—1,41, 1,1, 1,41, +1, +1
inseparably combined with the FJ traffic so as to continuously TABLE |

move the coded symbols on the target constellation map V\(hilé)SSSS'GNAL SFP(;El:A)DBlggIE?/ISOEDDU?ET’IAONI:\IJ-J(BCOHZH.:lB]g)R.’KER SEQUENCE
maintaining BER. This way, we hide both the true modulation
scheme and the structure imposed by the underlying TCMR (b, n) is expected to peak when th¢h sample of marks
code without symbol interleaving. Compare to [16], FCJ algbe beginning of one of the transmitted Barker sequences. To
enjoys lower complexity, decoding delay, and susceptibiliiynprove the detection accurady,is replaced with a series of
to FO, but at the expense of lower coding gain. We furthé@entical Barker sequences, one sequence per preamble bit.
provide an analytical study of the impact of uncompensatedThe preamble consists of several repetitions of a publicly
FO. In contrast to classic FJ techniques, a single antenn&i®wn pattern. FO estimation involves detecting the arrival of
sufficient to transmit both the information and FJ signals. at least two identical portions of the preamblan FO in the
One important challenge in designing FCJ is how to modifymount ofé; Hz creates a time-varying phase displacement
the FJ traffic on a per-frame basis. Not changing the FJ traffi¢t) = 274 t. To decode a frame, Bob estimatgsby taking
during a session opens the door for a dictionary attack agaiose of the repetitions in the received signal as a reference and
semi-static header fields. Furthermore, relying on a preshatgmnparing it with another repetition that i seconds away.
secret sequence for the FJ traffic makes the design proneSjsecifically, Bob subtracts the phases of any pair of identical
synchronization errors. To ensure consistency in the generati@amples to find>(T). Because of noise, usually there will be a
of FJ traffic at Alice and Bob, Alice conveys a frame-specifitresidual FO estimation error even after averaging over several
seed (e.g., frame and sender ID) whose modulated valueofssuch identical pairs. Depending on the frame duration, the
superposed onto the known frame preamble. Together wittsidual FO may move a received symbol to a wrong region
the session key, this seed is fed into an appropriately selectedthe constellation map, causing a demodulation error. After
pseudo-random number generator (PRNG) to generate tuenpensating for FO, Bob compares the known pattern in the
secret FJ traffic. The seed is also used for sender identificatipeamble with its received value to estimate the CSI.
at PHY layer. Superimposing the seed with the preamble, how{2) Detection of lower-layer fields.The preamble, PHY,
ever, may degrade the preamble’s crucial functions (includimgd MAC headers are all transmitted in the clear, allowing an
frame detection). To mitigate that, we exploit the low crosadversary to intercept them. Typically, the preamble and the
correlation property of cyclically rotated Barker sequences RHY header are transmitted at the lowest supported vetée
construct a seed-bearing signal in 802.11b systems. the transmission rate for the frame payload (including MAC
The combination of modulation encryption and unificatioheader) is adjusted based on channel conditions, resulting in
in FCJ complements conventional data encryption and uppéifferent frame durations (in seconds) for the same payload.
layer traffic obfuscation techniques by covering the entitany standards, including 802.11 variants, specify the frame
frame and preventing any traffic classification or jammingngth and payload's transmission rate in the PHY header.
attack that is based on the payload’s modulation schemeRar example, in 802.11b/g, the data rate and the modulation
header fields. A high-level example of FCJ is given in Fig. kcheme are specified in the ‘Signal’ and ‘Service’ fields,
respectively. In 802.11n, the ‘Modulation and Coding Scheme’
[l. BACKGROUND — PREAMBLE STRUCTURE AND field represents both the coding rate and the modulation
PHY-LAYER ATTRIBUTES scheme, similar to the ‘rate’ field in 802.11a. All 802.11

(1) Frame detection and FO estimationEach PHY header . . ,
Scrambling transforms the all-one preamble into a sequence of zero’s and

is preceded by a preamble, which is used for frame detecti@Re's. Methods like [25] are used to detect the zero's and flip them to one’s.
FO and CSI estimation. 802.11b systems exploit a scrambleéan exception is the short header format of 802.11b/g, which uses DQPSK.
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variants specify a ‘length’ field, which represents the payload [ruyhewer ] Modutation | - [F waffic }—/7p / Spreading Je— Serambled 1
size in octets (for 11a/n) or in milliseconds (for 11b).

The payload's size and transmission rate may also be
determined by detecting the payload’s modulation scheme a/cs/
C_Omb'”'”g that W_lth the frame (_juratlon to Compl_“e the Pay'O%. 2. Transmission chain at Alice under FCJ. Insertion {so{tt), (2), and
size. A modulation scheme is usually associated with twg) refer to modulation encryption, TCM-based modulation unification, and
or three data rates of different code rates. For example, Mgssage embedding within the preamble.

802.11a, 16-QAM is used for data rated and 36 Mbps. ang extracts the frame ID embedded in it to regenerate the

Hence, by determining the modulation scheme, it is rathgq yraffic and estimates the CSI. Subsequently, Bob recovers

easy for Eve to correctly guess the data rate. and decrypts the header to extract the payload’s modulation
scheme, which is used to recover the rest of the frame.

Preamble

Y heada | ))
________ shaping

Payload

Ill. SYSTEM MODEL

We consider a wireless network in which each link consists IV. "M ODULATION UNIFICATION

of single-antenna transmitter (Alice) and receiver (Bob). The In this section, we introduce a method for indistinguishably
link operates in the presence of one or more eavesdroppensfying different modulation schemes using FJ traffic. For
(Eve). Alice and Bob first create a sharpdirwise transient now, we assume that the FJ sequence is already available at
key (PTK) through the EAPOL 4-way handshake of 802.11hoth Alice and Bob and Bob can decrypt the PHY header and
PTK is used to encrypt the payloads, but as explained lag@f#tain the true modulation scheme. Confidential generation
we also use it to generate FJ traffic and frame IDs at tia@d synchronization of the FJ sequence will be explained in
PHY layer. Each node maintains a table of PTKs and possit§é€ction V along with the modulation encryption scheme.

IDs of all known neighbors in the netwotkWithout loss of

generality, we consider a rate-adaptive system that uses theUncoded Modulation Unification

preamble of 802.11b and BPSK, QPSK, 16-QAM, and 64- 14 nrevent any rate-based SCI classification, the modulation

QAM modulation schemes for the payload. The nodes expl@itheme ysed for different frame payloads should always look
knowledge of the standard preamble and frame format withqyk, same to Eve. We achieve that by embedding the payload’s
introducing a new header field (i.e., wasting the throughpufyiginal modulation symbols in the constellation map of the

This way, customizing the design to other systems with (qhest-order modulation scheme supported by the underlying
known Zadoff/Barker-based preamble structure and an a;ﬁ%y

) ’ ’ jstem (denoted byM,,). At the same time, we need to
trary but known set of modulation schemes is straightforwargiasarye the original demodulation performance at Bob.

Eve knows the frame structure and protocol semantics. Sherg ynify various payload modulation schemes, denoted by
can be a passive eavesdropper or a reactive jammer W/UB i = 1,2,...,M, each modulated symbol of Alice’s

selectively jams upon analyzing the early part of a framgay|oad is combined with one modulated FJ traffic, producing
Eve’s attacks may include cross-correlation attacks (e.g., [18]he point in the constellation map d¥,;. As long as the

rate-adaptation attack [5], device-based user-tracking attacgyribution of these points in the target constellation map is
dictionary attacks, known-plaintext attack [21], key-recoverynitorm, similar to the distribution of the points of a random
attack, and any data-rate-based traffic classification attaﬁktM-modulated information signal, and a given symbol is

We allow Eve to be equipped with multiple antennas. Shgjependent of the previous and next symbols (from Eve’s
can also perform (statistical) modulation detection. Alice Ma3¥erspective), Eve cannot determineM; £ M.
employ any traffic classification mitigation technique (e.g., | general, a higher-order modulation scheme is more
traffic morphing or padding) at upper layers, but does not psceptible to demodulation errors. The minimum Euclidean
a packet to a fixed size (e.g., ‘Maximum Transmission Unit'}jistance between the symbols in the constellation\df,
Otherwise, if the PHY layer receives packets of the same sizygted byi,,.;,, ;, specifies the probability of a demodulation
the frame duration will reveal the actual modulation order. gror (hence the BER) at a given SNR value. THis:, ;

Fig. 2 shows a schematic view of Alice’s transmit chaigenerally decreases with Tables Il and Il depict,;y..; for
and the insertion points of FCJ's components, which includge 802.11a system after taking into account a modulation-
moglulatlon-aware encryption (ppmt 1),_m0du|at|0n U”'f'cat'oﬂependent normalization factdt,, [26], a coefficient that
(point 2) and frame ID embedding (point 3). Once the frame muitiplied by the (1,Q) values to achieve the same aver-
payload, which starts with the MAC header, arrives at Alice’§ye symbol-power across differeft;’s. Let the FJ traffic
PHY layer, Alice computes the PHY-header fields, includingequence bg and let 7 (M,) be a static mapping, known to

the modulation scheme for the payload that is calculated basgfh Alice and Bob, that is used to embed the symbolstf
on CSI. The PHY header and the payload are then modulajgthere A1, is the lowest-order modulation scheme) into the

and together with the spread preamble are passed throughd§gstellation map of\ ;. To maintain the samé,,;,, ; after

FCJ components, before they are concatenated and transm@gﬁrading/\/li to My, any two neighboring poinfs in the

over the air. Bob, on the other hand, detects the preamBi§,stellation ofM; should ideally be mapped to two points
3 . in My, whose distance is no smaller than their distance in
Because the (encrypted) MAC address is decoded after the PHY heal

der . . . .
it cannot be used to retrieve the corresponding PTK at the PHY layer. /X/tl At the same time, all the resultlng constellation points _Of
preamble-based ID is used instead to distinguish between different neighbokd.y; as observed by Eve must be equally probable. Otherwise,
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Eve may discernM; by performing statistical analysis. In the
following, we explain an uncoded mappitfg, first proposed

in [15], which fulfils both of the above design requirements. Ol. "
Note that modulation unification is not applied whea: M. oA

For a given M;, our scheme define#/(‘/[—“j'| equal-size + + - 0_44“ —
disjoint sets of constellation points i ,;, where| M;| is the e w11 »
number of constellation points if;. The constellation points 4 e ‘\ !
of M; can be mapped to any of these sets, but the selection 00" 10 A L ﬂ A

-~

of a set inFj(M,) depends on and hence can be different 9 ) 3 e 178

from. one SymbOI to another. For any{i?m(.)d.u'atEd Symb0| Fig. 3. Optimal mapping from QPSK to 16-QAM. The points thalbbg to
s, Alice needg(log, | M| — log, | M;|) bits inj to select one the same set;,j = 0,...,3, are shown using the same shape. For example,

of these sets. Lgtj =0,...,|Mu|/|M;|—1, be the decimal the squares on the dashed circle constitdie

representation of those FJ bits, anddegt= {ug?,...,quMi'_l} O t Cuou eou
be the corresponding set (subconstellation) on the constellatio” OADOA{ODOADA
map of My,. The samg always points to the same sHf LR -SRI R TONE RO ¢
and the value ofs determines one of the points insidg. ©10 O O ABADADA
This ensures that the transmitted symbols are equally probabley  —da | ok 15" ‘ TETTFE T3S
assuming that the bits ip are uniformly distributed (so as S I ODADADADA
Alice’s symbols). As explained in Section V, we rely on a S oo sloe
cryptographic hash function like SHA-3 to generate ] OADAD AD A

. . . IMar| i L .
So Alice pICkS the fIrSﬂog2 |MA1-I| bits in ) for the first Fig. 4. Optimal mapping from 16-QAM to 64-QAM. The points tfzlong

symbol to be transmitted, the nekdg, Xl bits for the o the same se,j = 0,...,3, are shown using the same shape.

second symbol, and so on. Note that the number of FJ bjfs A1,,’s constellation. For other modulation ordejs4;|

per symbol varies for differentM;'s and My,’s. During whose corresponding optimal circle packing solutions are not
the decoding process, Bob knowsand M;. To obtain the automatically a grid, the maximum circle diameter specifies
original symbol s, Bob considers only those constellatiomow far two adjacent grid points i can be; making it easy to
points in My, that belong ta4. He then follows a standard gptain an optimal partitioning. Aftel’s are constructed, the
demodulation process to determine the most likely symbol jn,| bits are assigned to the symbols in eachlgediased on

U, given the observed symbol. Gray coding. The correspondence between the symbdl in
Next, we discuss a strategy for constructing the seamd. M, to which the same bits are assigned defifgs\1;).
U; by optimally partitioning the constellation oM, into It turns out that each subconstellatignfor the constellation

|Mar]/IM;] disjoint subconstellations. Let,,;, (5 (M;)) be maps in 802.11 systems is a scaled down and shifted/rotated
the minimum distance between any two elementgfirover version ofM,’s constellation. Hence, the mappitiy(M,) is

all possiblej, j = 0,...,|Mu|/|M;| — 1. In here, optimality readily available. In Fig. 3, we illustrate an optimal mapping
of partitioning is taken w.r.t. maximizing,,., (5 (M,)). For from QPSK to 16-QAM. On the 16-QAM constellation, the

a modulation scheme\,; whose symbols are uniformly points that belong to a givety; are shown using the same
distributed in a square grid (e.g., 16-QAM) or over a circleshape. In this case, the payload bits specify the quadrant of
several solutions were obtained in [27]. We verify their optia M;-modulated symbol inM,; constellation map whilg
mality by solving thecircle packingproblem with|M;| = ||  specifies its position within that quadrant. Next, in Fig. 4 we
identical circles in a square [28]. Ideally, every element of show a partitioning of 64-QAM constellation into four optimal
setl4; in this case should be surrounded by as many elemestds to embed 16-QAM-modulated symbols.

of other sets as possible in order to maximizg, (7 (M,)). For other modulation schemes whose optimal partitions
This implies that the elements of every optimal g4t are not known, the problem of maximizing,:, (5(M,)) (a
i =0,...,[Mup|/|IM;i| =1, must be uniformly distributed max-min problem) can be converted via changing the sign of

across the grid points. As such, the maximum circle diamette distance matrix to thenin-max clusteringoroblem. This
in the corresponding circle packing problem upper-boungsoblem can be solved i®(|M|? | M;| log(|Ms|)) time
dpmin (Fj(M,)). We determine the size of the underlying squar® obtain a near-optimal solution [29].

for each.M; in the circle-packing problem via aligning the The above mapping may not maintaif,;, (7 (M;)) >
centers of the quadrant of this square at the center of tlig;, ; for all M;,’s. Let v;(M) be the demodulation perfor-

corresponding quadrant in the constellation map\éf;. mance gain of mapping; into M;:
The known optimal circle packing solutions [28] confirm the Q2 (}—, (M ,))
optimality of the partitions in [27]. In particular, the optimal ~vi(M) = %, =1,...,M—1. (3)

circles are automatically aligned as a grid whewt;| = 4, min,g

16 or aligned on a diagonal of a grid wheg\;| = 2; For optimal mapping to 16-QAM and 64-QAM, BPSK/QPSK
hence,d:» (5(M;)) archives its upper bound. Alli's can will have aboutl.18 dB and0.969 dB loss, respectively, as
be reconstructed via shifting and/or rotating the whole sshown in Tables Il and Ill. We compensate for this loss by

of optimal circles and aligning them on various grid pointapplying a novel untraceable modulation coding technique.
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i M; Kwoo[26] | dmin,i | dmin (F(M;)) 7i(3) ~3(3) v (3)
1| BPSK 1 2 4//5 4/5 ~ —0.969 dB 0.9 ~ —0.46 dB 6.8/4~ 2.3 dB
2| QPSK 1//2 2/V2 4/v/10 4/5 = —0.969 dB 1=0dB 1.6 ~2.04 dB
3| 16-QAM 1/4/10 2/+/10 2/4/10 1=00dB N/A N/A
TABLE ||
PARAMETERS OF THE OPTIMAL MAPPING FROMBPSKAND QPSKTO 16-QAM.
i M, Kuoo[26] | dminyi | dmin (F (M) vi(4) ~® (4) v ()
1] BPSK 1 2 8/v/21 16/21 = —1.181 dB | 66/84 ~ —1.05 dB 130/84 ~ 1.9 dB
2| QPSK 1/v/2 2/V2 8//42 16/21 = —1.181 dB | 68/84 ~ —0.92 dB 128/84 ~ 1.83 dB
3| 16-QAM 1/v/10 2/V10 4/vV42 2/2.1~ —0.21 dB 5/4.2 ~ 0.76 dB 4/2.1~2.8 dB
4| 64-QAM 1/V/42 2//42 2//42 1=00dB N/A N/A
TABLE IIl
PARAMETERS OF THE OPTIMAL MAPPING FROM302.11A MODULATION SCHEMES TO64-QAM.
7
o However, unequal amplitudes of the symbols result in different
”’ e @ displacement lengths for the same phase offséthe dashed
arcs represent the minimum amount of displacement that can
| cause a symbol error for a given symbol. The symbol with the
S w smallest amplitude never leaves its expected region, while the
/ | e symbol with the highest amplitude may easily leave its region
" o when the FO estimation is not accurate.
r '°§“ NKie Y " In Fig. 6, we numerically compare the average BER of
\ ' different M;’s embedded ifM,;, = 16-QAM and 64-QAM to
i the BER of originalM ;s for differentyp values. WhenM; =
i BPSK or QPSK (Fig. 6(a) and Fig. 6(b)), applying modulation
Nl unification makes the demodulation more vulnerable to small

v values. For example, as long @s< 7/4, QPSK-modulated
symbols will not experience any bit error. However, when
these symbols are mapped to 16-QAM or 64-QAM symbols,
the error-free phase offset range shrinksgto< «/6. That
Besides the SNR andl,,,, ;, the demodulation performancemeans more symbols in a frame will be demodulated in
at Bob depends on how accurate he estiméges\n error in  error. On the other hand, depending on the phase offset
estimatingd; manifests itself as a phase offset that increasealue, modulation unification can make the demodulation more
linearly with the symbol index and may eventually displacebust to residual errors (e.g., whetid < p < 7/2).
a received symbol out of its expected region (see Section IlI).When M; = 16-QAM, modulation unification has little
Therefore, for the same residual FO, longer frames experiemg®act on the average BER, as can be seen in Fig. 6(c). In this
more symbol/bit errors towards the end of the frame. figure we also plot the BER for 64-QAM. Comparing this plot
While applying Gray coding in denser constellations allevto the ones of BPSK and QPSK, we observe high susceptibility
ates the consequences of a symbol error on BER, higher syghiany unification scheme that directly maps BPSK and QPSK
bol density in higher-order modulation schemes contributest® 16-QAM and 64-QAM (e.g., CBM [16]).
more symbol errors and higher susceptibility to FO estimation
errors compare to sparse modulation schemes. Therefore, any . _ o
unification scheme that maps the,;-modulated symbols to a C. Untraceable Trellis-Coded Modulation Unification
denser subset of symbols i, incurs a performance loss, Assumingd; = 0, FCJ can maintain the same demodulation
especially when the symbols are correlated via coding angerformance ofM; by coding theM ;,-modulated symbols.
demodulation error may propagate to the subsequent symhbotsding creates dependency among successive symbols, which
(e.g., in [16], [27]). One advantage of the uncoded modulati@man be exploited at Bob to more accurately guess the symbol
unification in FCJ over CBM [16] is that for a givgn the sequence. To identify and track the most probable paths (i.e.,
target set/; has the same density &g, i.e., |U;| = |[M;|. sequences) at Bob, a trellis diagram together with Viterbi algo-
However, the symbols of a subconstellatiéh, which is rithm are often employed. Trellis-coded modulation [27] is a
used to embed the symbols of symmetric constellation mgpneric coding technique that instead of generating a sequence
of M,;, are asymmetrically distributed. Therefore, with thef correlated bits, directly generates a sequence of correlated
same phase offsep, different symbols experience uneversymbols that belong to a higher-order modulation scheme to
displacements. That means some of the symbols are mogpresent uncorrelated1;-modulated symbols and improve
robust (or vulnerable) to phase offset than others. We illustratdiability. A set of “states” is defined as the encoder memory
this in Fig. 5 with an example of one of th#;'s used to impose the dependency. State transitions and the associated
to hide QPSK in 64-QAM. The dashed lines represent thiransmitted symbols are then controlled by information bits.
optimal region boundaries used for demodulating the folig. 7 shows an example of a 2-state TCM encoder and
64-QAM-modulated symbols at Bob under AWGN channeits corresponding trellis diagram that encodet = BPSK

Fig. 5. Example of uneven impact of phase offset on symbols different
amplitudes when QPSK symbols are mapped to four 64-QAM symbols.

B. Residual FO Estimation Error
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(b) Two-state trellis diagram and two paths with the minimwtalt Q\‘w N o @ \S° @
Euclidean distances across different possible pairs of paths. A 0/2{0 S
Fig. 7. Minimal two-state TCM scheme\{; = BPSK). The edge label 1/0 ” 0/1(10 ‘
denotes the transmission of symbol O if the input is I. /eg, @
symbols using the symbols of a 4-symbol modulation scheme ol
(e.g., QPSK). Introducing such a dependency in FCJ to encodeC) 1w @ @
a.M;-modulated symbot is possible becaugé (/| > [M;]. (b) Four-state trellis diagram and two paths with the minimtatal

For the time being, however, let the higher-order modulation Euclidean distances across different possible pairs of paths.
scheme consists of only, + U, irrespective of the FJ bifs  Fig. 8. Minimal four-state TCM scheme\{; = BPSK). The edge label 1/0

The asymptotic coding gain of TCM is defined as denotes the transmission of symbol O if the input is I.
2 to the edges/transitions (as shown in Fig. 7 and 8), we
71.(") (M) = dQﬂ (4) maximizedy,.. and hence the gain for each TCM scheme,
min,s without incurring significant decoding complexity. (Note that,

wheredy,.. (free distance) is the minimum total Euclidearfor example, the least-complex code in [16] for mapping from

distance between the symbols along any two distinct pathsBRPSK to 64-QAM has the constraint length @) The 2| M|

the trellis diagram and is the number of states. To get benefisymbols consist of the symbols of any two skts andi/;,,

of TCM and prevent a performance loss due to modulatigh, jo € 0,..., |[Mas|/|M;| — 1. (In Fig. 7 and 814, andi/,

unification, we need to satisfdsrcc > dmin,;. While, in are used.) The coding gains of the proposed TCM schemes

general, complex TCM codes of rateg, | M;|/log, |[My;| and setdf; are shown in Tables Il and Ill. The two-state TCM

can be designed to significantly improve the gain [16naintains the performance of the system only in some of the

in here we exploit two simple yet efficient codes of rateases (e.gqéz)(?)) = 0 dB), but the four-state TCM provides

log, M|/ (log, | M;| + 1) which facilitate ourindistinguish- gain overM;-modulated transmissions in all the cases.

able modulation unification. They embgad1;| symbols into  The TCM codes in FCJ take advantage of oRliy\;|

2| M;| symbols of M ;. These codes are based on either twaymbols out of M |, in contrast to the codes in [16], which

state (Fig. 7) or four-state (Fig. 8) TCMs presented in [27]se all| M ;| symbols to achieve higher gains. Such selection

with constraint lengths of and2, respectively. One advantageexhibits lower constellation density thawt,;, and so is less

of having a low constraint length is that when Bob employsusceptible to inaccurate FO estimation than CBM [16]. In

Viterbi algorithm to identify the true symbols, small delayaddition, by not using al|M ;| symbols, Alice and Bob

and memory overheads are incurred for tracking and storiagso have the freedom of changing the edge labels from one

the most probable paths and retrieving the original symbotsate transition to another, a feature that is exploited in FCJ to

(WhenM; # BPSK, the same structures are used but multipfecilitate indistinguishable modulation unification.

parallel edges need to be defined for each state transition.) The known code rate and/or the dependency among coded
Using Ungerboeck’s assignment rules to assign the symbseisnbols in these TCM codes may ledK;. Because they do
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not utilize all possibleM j,-modulated symbols, the numberwalues (or even if these semi-static parts are encrypted but with
of distinct generated symbols may discldget;|; hence the atime-invariant cipher). Eve may again appﬂy1 of different
original modulation scheme. Static assignment of symbols fel;'s on the M ,-modulated symbols and check which one
the edges and so the dependency among the pairs of symipotgluces one of the known values. This reveals not only the
along the trellis diagram also can reve#d;|. Eve can employ content (if unencrypted), but also the payload’s;.
different techniques to discer; using observed sequence To remedy the above vulnerabilities, we need to also encrypt
of M ,-modulated symbols. For example, by applying hiddeRHY/MAC headers using a time-varying cipher, e.g., a one-
Markov model techniques, she can first obtain the number atitie pad. Such encryption, however, is not trivial. It creates
the sequence of states, and then, project the observed symbhédlenges and prevents some of the essential functions of
on the trellis structure to find out;. the header. For example, the decryption operation at Bob
To prevent the leakage of1;, we propose exploiting the requires knowledge of the shared key dedicated to the Alice-
FJ bitsj to dynamically change the sei# and{; to U; Bob session. This key is different for different sessions (e.g.,
andi(; 1) mod | M|/ M,|» TESPECtiVEly, at each state transitionCharlie-Bob and Alice-Bob sessions). To retrieve the right
From a security perspective, randomly repladifig allows us key, Bob needs to identify the sender of the incoming frame,
to generate allM ;| symbols with equal probability. Becausewhich is typically done using the MAC address. But with the
Bob knowsj, he can limit the set of possible symbols to th@HY header being encrypted, Bob cannot identify Alice at
ones mandated by the FJ bits, and keep track of transitions ainel PHY layer using the (encrypted) MAC address. Moreover,
compute the distances/errors as before. Additionally, since tenerating one-time pads requires a good PRNG that is robust
setslj have identical structure (they are shifted versions ¢ plaintext (e.g., semi-static fields) attacks and also time-
each other) the coding gain, obtained above, remains vah@rying seeds that are common between Alice and Bob. In the
From Eve’s perspective, however, any two successive symbfadfowing section, we propose a novel approach for providing
are completely independent of each other, i.e., the dependetime-varying PHY-layer identification via embedding an ID in
among symbols is concealed, because the transmitag- the preamble (i.e., before the to-be encrypted headers). This
modulated symbol in each transition is selected completedpproach also provides synchrony between Alice and Bob for
randomly based on the random payload and pseudo-randasing the same seed. Note that a sender identifier based on the
FJ bits. Hence, the TCM codes become untraceablefand Alice-Bob channel characteristics fails when nodes are mobile.
is not disclosed to Eve, as long as the payload is random. It can also be spoofed if the channel is estimated by Eve [22].
The untraceable unification scheme proposed above also
makes it hard for Eve to correctly guess the unencrypted
parts of the MAC (and PHY, if unified) headers. For example,
when M; = BPSK and four-state TCM is employed (see Alice and Bob need to establish an identification method
Fig. 8(b)), any of theM ; symbols can be used to modulatéhat is channel-independent (robust to mobility) and can be
an input bit, depending on the current state gnés long used as a means to synchronously generate the FJ traffic
as the current TCM state is unknown to Eve, she canrait PHY-layer. Such a PHY-layer identifier should also vary
discern this input bit. However, because tbtatic mapping from one frame to another; otherwise, users and semi-static
Fi(.) and the labeling used in the underlying TCM structureeader fields become vulnerable to fingerprinting and dic-
are not necessarily secret, a transmission is still vulnerabletignary attacks, respectively. A field is semi-static when its
the following attacks. set of valid values is a small subset of all possible values
First, if the initial state is not secret and .¥1; is known (e.g., the 8-bit Signal field in 802.11b takes one of four
(e.g., the modulation scheme of the PHY header), Eve will lp@ssible values). When encrypted using the sgméose
able to track the time-evolution of the states and eventualliglues are mapped to a fixed set of encrypted values. After
discern the true input bits. To illustrate, the mappifg.) eavesdropping on several frames that may have different values
partitions the| M ;| symbols into| M ,|/|M;| disjoint sets, for that field, Eve may extract the part pfused to encrypt
one for each original symbal and different FJ bit§. Note that field, launching a dictionary attack. If Alice and Bob
that TCM does not impacF;(.). From the inverse function instead try to synchronously use different parts of a pre-
F;~! and the current state, Eve can determine the symbslhsaredj for different frames, the loss of an ACK would
s from their observed\ ,,-modulated counterparts, revealingnake Alice and Bob out-of-sync. Furthermore, in the case
the true content of that field. This is especially the case df a packet retransmission, applying the sgmesults in the
Eve exhibits a high SNR and can reliably detect thé),- same sequence o¥1,,-modulated symbols. Eve may detect
modulated symbols. If only; is known, a similar attack can retransmissions via correlating successive frames and then
occur on a semi-static field. In this case, Eve can try differeexclude them from the statistics used to fingerprint the session
initial states in the beginning of the field and compare the Hi.g., packet size histogram). As such, we reqjiisnd the
sequence associated with each state with the few possible fieldY-layer sender identifier to vary on a per-frame basis. Next,
values to identify the true one. In these two attack scenarigge explain how we generate and convey such identifiers.
Eve is able to extract unencrypted fields in the,-modulated  To generatg, we exploit a PRNG that is constructed based
PHY and (once the rate field is disclosed) MAC headers. on a cryptographic hash function from the standardized family
Another attack involves an unknowkt,; but some parts of of SHA-3 algorithms (e.g., [30], [31]). The choice of input
the payload, e.g., MAC header, can take one of a few possisked is very crucial for generatirjg If it contains nothing

V. PREAMBLE-BASED PHY-LAYER IDENTIFIER
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but the secret PTK, the keystreagmwill always remain the
same. To vary from one frame to another, we concatenate a 0.05f e
non-secret frame-specific ID, denoted B, to the PTK and
compose a partially secret seed for the given frame (similar
to the method in [31], [32]). FCJ embed® in the frame
preamble and transmits it in the cledD is also used to 7
simultaneously identify and authenticate the sender/session, 0.01}
allowing Bob to distinguish Alice’s transmission from others.
With frame-specific and time-rollingDs during a session, 50 100 S;?T?ple 29 (n)25° 300 350
Eve will not be able to identify and track the user or correlate
different frames that belong to the same session. However, Bob
must be able to associate differefiDs to the same sender
(e.g., Alice). We adopt arfD generation method similar 0.051
to [33] and create ahainof confidentialZDs at both Alice and
Bob usingSHAKE256instance of SHA-3 hash algorithm and
PTK. We suggest this instance of SHA-3 because its output
size can be adjusted with the sizeZD. For the first frame,
they agree on an initigdd D (e.g., during the 4-way handshake). 0.01}
TheZD for subsequent frames (including retransmissions) will 0 ‘ ‘ ‘
be the hash of the previougD using PTK. To account for O e
possible frame losses and retransmissions, Bob maintain?{b?small but distinct spikes during the preamble due to emibedD = 37.
short chain of subsequefitDs for each active neighbor and
checks whether or not the receivE&@® exists in the chain.
It is followed by the properties of SHA-3 that the chance ofia analog-signal superposition. (Note that we cannot use any
collision between theZDs of different senders will be low. reserved bits in the header(s) because those fields, if allowed
Moreover, by observing on€D, Eve cannot predict the next.to be modified, do not provide high randomness.) The design
SHA-3 algorithms enjoy several attractive properties. Firdtelow is specific to the 802.11b preamble, but the idea can be
a single-bit change in the input seed results in a completelytended to other preamble structures.
different hash value (equivalentlygenerated by the PRNG). ExtractingZD from the superposition is critical for Bob.
Therefore, as long &ED is not repeated, will not be repeated At the same time, Bob does not want to lose the important
(similar to an ideal one-time pad), thus preventing dictionafynctions of the preamble as a result of this superposition. To
attacks. The randomness & in our method will be dis- satisfy both requirements, we propose using cyclically rotated
cussed in Section V-B. Second, if Eve captures the hash valBarker sequences (Section Il) to encode AlicE®D. When
she cannot use it to recover the key or the seed value usedtBarker sequence is aligned with the original preamble, the
generatg, i.e., it is one-way hash and robust agaidsbsen- function®R(b, n) (defined in (2)) spikes, indicating the start of
plaintextattacks [31], which are stronger than known-plaintext frame. To preserve this spike, we utilize cyclically shifted
attacks. Third, if Eve captures some partjofor the frame versions of the reference 11-chip Barker sequenc&very
ID), she cannot predict subsequent valueg of ZD (i.e., k-shifted sequence; = 1,...,10, can create a differeD.
robustness to generic state recovery attacks) [30], [31]. Foufigcause of the orthogonality of Barker sequences, this overlaid
similar to Keccak-f[200][30], such a PRNG can be built in aZD is easily detectable with RF correlation. Moreover, unless
compact core and can be implemented using bitwise Booleifwe power of the superposition is normalized, the frame detec-
operations and rotations withiz00-byte memory. This makes tion process will be negligibly affected because the encoded
it very resource-efficient and suitable for embedded devicewssage will have little contribution to the correlation with the
with low overhead/delay requirements. Fifth, the security ¢éference sequence, when aligned properly. To maintain the
j generated by such PRNG can be compared to the secuditiginal preamble power, Alice can multiply the preamble by
of an ideal random number sequence that does not have #mynormalization coefficient of/11/20 (i.e.,2.6 dB reduction
generic flaw, i.e., indifferentiability property [30]. Altogether,n the power of original preamble). The peak-to-average-power
the sequencg that is used for encrypting headers and foratio (PAPR) of the preamble is also increased3b2 dB.
unifying the modulation schemes provides confidentiality for Fig. 9(a) is an example drawn from our experiments (Sec-
the headers and unpredictability for the modulation unificatiotion VI) that shows the value oR(.,n) when applied over a
frame with two embedded rotated Barker sequences, repeated
) in each half of the preamble. The preamble in this example
A. Embedding th&D consists of four Barker sequences, which create a few side
To embed the non-secr@tD, one may introduce a new spikes when the correlator is moved a multiples bfindices
field between the preamble and the standard PHY head®xay from the beginning of the preamble. Fig. 9(b) zooms
However, to keep the standard PHY frame format intact famto the preamble and shows the twwessages spikgse.,
interoperability purposes and also to avoid increasing tlkpikes corresponding to the cyclicly rotated Barker sequences)
frame size, we embed encodg&® onto the known preamble between every two successive preamble (side) spikes.

Start of the frame

Side spikes

Correlation Value
o
o
w

(a) Frame detection when theD is embedded in the preamble.

0.06

0.04¢ Embedded message spikes |
0.03f

0.02r

Correlation Value

Fig. 9. R(.,n) computed over a frame.
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Preamble): 00 | 41 -1 +1 41 -1 +1 4141 -1-1-1 41 —-14141—-14+141 41 -1 -1 -1

ID:37 +1 -141 4141 -1-1-141-141 +1-1-1-1+41—-1+41 41 -1 41 +1

P*=P+ID +2-24242 0 0 0 0 0 -2 0 +2-2 0 0 0 0 4242-2 0 0
TABLE IV

EXAMPLE OF THE CONCATENATION OF TWOBARKER SEQUENCES TO EMBELZD VALUE (3 7) IN THE PREAMBLE. R(P, 0) = 222 AND R(P, 3) = 82.

Alice represents the specifitD of a frame via concatenat- (3) Message capacity and error correction.There are
ing severak-shifted versions of the Barker sequence, which i) distinct rotations of an 11-chip Barker sequence (one
superimposed on the original preamble in the analog domameamble bit). In DBPSK, this translates 16 differentZDs
Specifically, let(k1k2 . .. k1)10 be the decimal representatiorper preamble bit. So by setting= 9, in every group ofl
of the value of 7D, where k;, i = 1,...,L, is the i- successive preamble bits)! different ZDs of the decimal
th most-significant digit. Then, the value &f is conveyed form (kiks...k9)10 can be embedded. So the preamble can
in a cyclically shifted Barker sequence witty + 1 shift. carry up to (10!)l%4/9) distinct ZDs, which is sufficient to
Concatenation of thé shifted Barker sequences produ@d® build a PRNG that passes the statistical tests proposed by
(see the example in Table IV). Bob is still able to detect tHeIST and has a resistance of ab@lt® against state-recovery
preamble and th€D, as shown in Fig. 9. The steps takerattacks [30]. Using DQPSK, we can further double the number
by Bob to extracZD and perform the preamble functions ar®f possibleZDs. Given this large number, FCJ can ensure the

summarized as follows: randomness required by the PRNG even when Alice employs a
1) Detect frame, estimate FO, and compensate for it. ~ coding scheme over the setBPs to reduce th&D detection
2) Extract frameZD. errors (e.g., usin@Ds with large Hamming distances).
3) Reconstruct the modified preamble using the original (4) Channel estimation.A known sequence, such as the
preamble and the embedd&® for CSI estimation. preamble, is often used for channel estimation. Upon capturing
4) ldentify the sender usingD to look up the PTK associ- ZD, Bob constructs a new “temporary” preamble by superpos-
ated with this sender and start generating ing the sameZD-bearing signal over the original preamble,

B. Implication on PHY-layer Functions and Practical Issue"d uses the new preamble for channel estimation.

EmbeddingZD in the preamble may affect some of the
preamble’s common functions. We discuss how our messd@e Encryption of Header Fields

embedding mechanism can maintain these functions. We apply a modulation-level stream encrypti§iiM;) to

_(1) Frame de_tection._A typical recgiver performs sliding- the M,-modulated symbols of the frame (payloacheadery
yvmdow correlations using different time offsets (param_@zterto randomize the location of the original symbols in the
n (2)_)‘ In the case of FC‘]'_ the_rat|0 bet_ween the height %nstellation map oMM ; (or equivalentlydynamically change
the side spikes and the main spike remains the same, but mapping between an input symbeland one of the
superposed D will cause a few message spikes when Bo utgoing edges in the underlying trellis, i.e., combifé.)
correlates the reference preamble with the received signa F.). This way, sole knowledge 07&“—(’) is r’10t sufficient

i) s i (.

time _offsets ?_ther ;hﬁn the start OLIthe preaAr\rr_bIe. TO_ V9§ disclose the symbalthat corresponds to an obsend,, -
creating an alias of the true preamble start, Alice MiniMIzZggq y aeq symbol. Note that if we alternatively upgrade the

the r_e_pgtitions of the same rotation value over preamb_le b¥dulation scheme first and then apply encryption, Bob may
by dividing these bits into groups éf< 11 (I # 6) successive not reliably decode a1 ,;-modulated symbol.

bits. In each group, a given rotation value may not appear morer, encryption functior€; (M;) is performed by bit-wise

than once. Exclgdlng the noise and multlpzath chan.nel eﬁe%ORing of the information and FJ bits. Considets, |M|

the message spikes cannot be larger t%o %~ of the highest ,¢ormation bits, corresponding to one symbol of the modu-

spike, because in a sequence dfstinct rotations, at most one tion schemeM;. We selectlog, | M| successive bits from

of them will perfectly align with the correlating sequence, i.ej, and XOR them with the information bits. Alternatively, in

the original preamble. Note that the correlation value of twig,q symbols domain a lookup table can be used to map the

Barl2<er squences with the same (different) rotation value(s)yjscimal value of the FJ bits, denoted pyand the index of

11* (| — 1 ).‘ . . . i . information symbols on the constellation map to the symbol
(2) FO estimation. As explained in Section II, FO estima-j,qey corresponding to the XOR of the underlying information

tion requires two identical repetitions of an arbitrary sequencg,q £J pits. Equivalently, the encryption can be merged with
We satisfy this requirement by repeating #®-bearing signal x @y mod | M;| per

| ice. Specificallv. if Bob usdé < ¥ ¢ TCM by changing edge labels? with u;
atleast twice. Specifically, If Bob usés < 128 repetitions of .y yransition. According to Gray coding, adjacent points

the Barker sequence (preamble bits) for FO estimation, Aliﬁ:ﬁ the constellation map of\f; have a 1-bit difference
places theZD_—bearlng signal in the firsk /2 sequences and One advantage of using an XOR operation is that adjacent
then repeats it _overthe 0thﬁ/2_sequence_s. If Alice does not,ge)jation points before the symbols relocationgpy\1;)
knowK a priori, she only exploits the portion of thg IoreamIOI?emain adjacent after the relocation because they are bit-wise
that will likely be detected by Bob. Bob can then find the stalf yped with the same FJ bits and so the Gray coding property

.Of th? 1D sign_al either by an energy-pased Qetection, or t? preserved (in contrast to the encryption scheme in [15]).
iteratively running (on each preamble bit) a series of threshold-

pased_ Correlaj“ons with nonz_ero rotationsbodnd finding the  aye go not encrypt the preamble, since otherwise Bob cannot detect the
first bit on which the correlation value exceeds the threshokdart of the frame without knowing in advance the sender’s identity.
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Therefore, the BER performance is not impacted by mod- .
lation encryption. As long as the FJ traffic is robust agains *
various attacks (e.g., dictionary attack), which is achieved IE,du iy s oA
using a SHA-3-based PRNG, the encryptih(M;) is secure. &

Altogether, Alice applies the composite mappint o _im G m o 6w w om0 m o 6w oo
Fi(&§(M;)) to the payload symbols. For eactM;-

modulated symbol, Alice (Bob) sequentially picks a block of ., . . . . .
| M| ig. 10. Empirical probability density functions of pairs of successive

logy | M| + log, M; bits from j to ﬁrSt.encrypt (recover) modulated symbols using1,;; = 16-QAM and differentM;’s. The input
the symbol and then upgrade (decrypt) it. bit sequence is generated using uniform distribution.

If the PHY header symbols are upgraded, Bob treats the

modulation-encrypted header and payload the same way, exte) Viterbi decoder. The receiver implements the Viterbi

cept that the true modulation order for the PHY header &gorithm to decode the TCM-based symbols. We studied

known a priori. Payload’sM; is determined after the PHY the performance of the decoder for different path truncation

header has been decoded and the rate field recovered. Eepths. It turned out that whet; = 16-QAM, the depths

on the other hand, cannot correctly decode the PHY head¢r5 and 10 for the two-state and four-state TCM schemes,

because it is modulation-encrypted by the sefréis long as respectively, are large enough to achieve the desired perfor-

the rate field in the header is unknown, Eve cannot determimance. WhenM,; = 64-QAM, the depths ofl7 and 30

M, of the payload and the number of information bits thadre sufficient. Higher depths did not produce noticeably better

are associated with an observed symbol. results. Therefore, the maximum decoding delay imposed by
FCJ is bounded by0-30 symbol times, depending af ;.

x10% x10°

IS
»

Pl et o

Empirical pdf
@w
©
Empirical pdf

@
®

(a) M; = BPSK (b) M; = QPSK (c) M; = 16-QAM

VI. PERFORMANCEEVALUATION

We implementFriendly CryptoJamin NI LabVIEW pro-
gramming environment. Our LabVIEW PHY-layer Iibrarie§S

e 2, 2 o culd b used by Eve to istguish bt
receiver. Using the same LabVIEW code, we emulate wirele odulated symbols embeddedia, M; 7 Mo, from true

L . : . ﬁﬁM-modulated symbols. To verify the indistinguishability of
transmissions with all the transmitter/receiver componentstjﬁl

S e modulation schemes unified by the proposed untraceable
ET ;\9\/\2/?,[\]) chlintgiltt?en dd ctcr)]r?trrloﬁg] dplt?;aLILyb\e/\lllg:/l\JlaLtJeSEIEJ d(r)iCeé:IrbM’ we employ Kolmogorov-Smirnov (KS) statistical test to
. ; compare sequences @d#;-modulated symbols embedded in
(a) Metrics. We _evaluate the BER perform_ance and preamy Mpconsteﬂation to the sequences 3? r4é ., -modulated
t_)le—relateq operations, such as frame detecpon and FO estifa, bols. In particular, we consider the empirical probability
tzl(;)n,dfotr dt|_fferent SNR vatllu_es almd modt:lgtlophs_cne_nles. -I;h istributions (pdfs) of transmitted symbols as well as pairs
(b) T:Jegr;;i]csqri)ceﬁe:?a? IZn?jse(\)/;urgteertlt?eocorlngmu"r:iggi}ii ‘of successive symbols. The latter one is important because if
4 - 109 ¢ "Eve detects any dependency between two successive symbols
metrics (e.g., BER), or to generatED and evaluate the

detection rate, we do not implement SHA-3, which is beyo rovided that the payload bits are random), she may conclude

. . 8\ at M; #£ M), and may also be able to discem;.
the scope of this paper. Instead and without loss of generali Ywithout loss of generality, we considel,; — 16-QAM:

we exploit the LRSR-based PRNG available in LabVIEW Witrﬁence,256 airs of symbols. In Fia. 10. we plot the empirical
Galois implementation and polynomial degreelaf (or 14). P y | 9. 25 P P

robability distributions of successive-symbols pairs in a pool
IEEE 802.11a systems use the same type of PRNG. For e%?%x 108 transmitted symbols when all bits in information and

frame, we generate a random sequence (afBndepending FJ sequences are randomly selected from a uniform distribu-

on the metric of mterest)_ and share it betweer_1 Alice _and Botlla(gp. At a confidence level d¥7.5%, the KS test approves that
With respect to the security of our scheme aga_unst plaintext a{F}? three empirical pdfs are drawn from the same (uniform)
kfg'r:r%(;\fz gﬁaﬂés'(svéi rseé{tfonnt?; theoretical and reportSrobability distribution function and so are indistinguishable.
prop X o . Because Alice uses only1,, for transmission, Eve will likely

(c) Modulation. We use four basic modulation SChemesassume an incorrectt; (e.g., My when M; £ M) for
BPSK, QPSK, 16-QAM, and 64-QAM. The modulation maps i (&9, Mu i M

: L : ; the payload to demodulate the symbols, resulting in maximum
pings follow set-partitioning rule (e.g., Fig. 3 and Fig. 4) an ER and also incorrect estimate of the payload size
Fig. 7 and Fig. 8 for TCM-based modulation unification. The '
parameters of such upgrades are shown in Tables Il and lII. )

(d) Physical frame.Unless specified otherwise, each fram8- Computer Emulations
consists of &6-bit Barker code DBPSK-modulated preamble To assess the performance of individual components of
(six 11-chip Barker sequences) with a random three-digiCJ, we decouple the unification/encryption schemes from
embedded’D = (k1k2ks)10 followed by a random payload. the message embedding approach. AWGN channel model is
The frame is transmitted over 244 GHz frequency band at considered to emulate frame transmission and reception. In
a symbol rate ofl Msamples/s in the emulations a88.3 the emulationsy is a controllable parameter, whereas in the
Ksamples/s in the USRP experiments. experiments, it is a feature of the USRP radio oscillator.

A. Indistinguishability Tests

It may be argued that the dependency (correlation) that
introduced by TCM among successivel,,-modulated

Copyright (c) 2016 IEEE. Personal use is permitted. For any other purposes, permission must be obtained from the IEEE by emailing pubs-permissions@ieee.org.



This is the author's version of an article that has been published in this journal. Changes were made to this version by the publisher prior to publication.
The final version of record is available at http://dx.doi.org/10.1109/TIFS.2016.2582560

12

alialaiagl Bob reconstructs the new preamble for CSI estimation, which

essentially includes estimating the constant channel phasor.
2) TCM-based Modulation UnificationNow we study the

performance of the employed TCM schemes compared to the

I uncoded unification scheme [15] and the default operation of

0.95-

0.9+

0.85r

Prob. of Accurate Frame Detection

08f % wiD,5,=0Hz | ] 802.11 without FCJ (referred to as DF), as our benchmark.
075! —A WD g =5 Kz || In order to focus only on the impact of modulation encryp-
o 2 4 6 8 10 12 tion/unification, in this subsection, we assutipe= 0 but Bob
SNR (dB) still have to correctly detect the frame and estimate the CSI.

Fig. 11. Impact of embeddefD = k1 koks on frame detection (emulations). Fig. 13 and Fig. 14 depict the BER performance of FECJ as a
1) ZD Embedding:First, we evaluate how much the superfunction of the SNR at Bob for different modulation schemes
position of ZD onto the preamble affects frame detection andt; when M, = 16-QAM and 64-QAM, respectively. When
FO estimation accuracy. Once the frame is detected and befBRSK is embedded into 16-QAM (Fig. 13(a)), the two-state
TD extraction, Bob estimate$; and compensates for it. WeTCM scheme can alleviate to some extent the performance
also measure the performance of the (uncod&d)detection loss due to the (uncoded) unification. However, using the four-
method at Bob in the presence of residual FO. state TCM scheme, Bob approaches the positive asymptotic
Frame detection is the first step in the decoding proceseding gain without leaking1;. Note that if the underlying bit
It starts by a threshold-based energy detection, followed Bggquence belongs to the PHY-layer header with a knddin
the cross-correlation of the received samples against a sef@g., BPSK), Eve may be able to obtain the original encrypted
of the known Barker sequences. We assume that the averag@bols but she still is not able to decrypt them. When
transmission power with and without an superpog@&donto M; = QPSK, the two-state TCM scheme can be sufficient for
the preamble is expected to be the same. Fig. 11 shows thatrtrntaining the performance of the default operation with the
power reduction for the original preamble in our embeddinginimum delay and complexity, as shown in Fig. 13(b). This
scheme results in aboRtdB loss in frame detection; irrespec-figure also verifies the asymptotic gains calculated in Table I1.
tive of d;. Although three distinctly shifted Barker sequences The constellation of 64-QAM is denser than the one of 16-
(repeated twice) generate a few message spikes and also B&BAYM. Therefore, whenM,, = 64-QAM, the coding gain in
still agnostic to the embeddéD, the highest of these spikesgeneral will be less than the case.bt); = 16-QAM, as can
in the absence of noise and payload will not excé#dof the be seen in Fig. 14. For example, using the two-state TCM for
spike corresponding to the preamble start (see Section V-B}!; = QPSK is no longer sufficient in this case (Fig. 14(b)).
Bob then moves on to the next phase; FO estimationdowever, the two-state TCM is good enough whief) = 16-
Even though theZD superposition in FCJ results in variableQAM (Fig. 14(c)). As a general rule, the higher the order of
amplitudes for different preamble bits (in fact, some of thé/; is, the less complex TCM codes can be sufficient.
bits will have zero amplitude), the results (not shown here)
show that the symmetry between two parts of #ife-bearing C. USRP Experiments
signal helps Bob in maintaining the same FO estimationWe now exploit our USRPs, one acting as Alice and
performance without FCJ. The reason is that for estimatimgother as Bob, to evaluate real transmissions in an indoor
»(T), the amplitude of the identical pairs is usually takeenvironment. Alice and Bob each are equipped with dB
into account. Therefore, the noise cannot dominate the E@tenna and the distance between therd.2sm. The noise
estimation process in FCJ more than default scheme. level at Bob is about-84 dBm. We consider a payload
While in current 802.11 systems Bob needs to successfulhat consists 08200 symbols. This selection is to mimic a
decode the sender32-bit MAC address to decrypt an en-situation in which Alice hides the true size of different frames
crypted payload, in FCJ Bob needs error-free extraction b§ transmitting the frames with same duration. Hence, when
the ZD to identify Alice and generatg In Fig. 12 we show M; = BPSK, QPSK, 16-QAM, and 64-QAM, Alice transmits
the digit-error rate performance of i embedding scheme. 400, 800, 1600, and2400 bytes, respectively. Using the same
Assuming that th&Ds are uncoded, Bob needs to successfullyumber of symbols also makes the amount of phase offset
detect all theL digits of anZD. The results confirm that FCJerrors comparable for different;’s. To study the bit errors
can correctly convey theD with high reliability. For example, due to only channel impairments and the noise level, we also
When SNR= 8 dB, the uncodedD embedding has a digit- performed a set of experiments in which an Ettus OctoClock
error rate ofl.5 x 1073. So for a concatenation df of such clock distribution module is used to externally synchronize the
identifiers, the detection success rate will b8985% (e.g., USRPSs, significantly reducing the FO.
0.9985%0 = %98.5, equivalent to correct decoding of22-bit To perform the experiments, we encountered a few chal-
binary sequence when BER 7 x 10~% and2?? ~ 10!). ZD lenges. First, the USRPs truncate peaks of a high-PAPR signal
detection rate can be enhanced further if channel codingwben the desired average signal power necessities transmitting
employed for encoding théD. In Fig. 12 we also depict the the peak at a power higher than the one set by the user. In 16-
digit-error rate performance when residval= 5 kHz. Even QAM and 64-QAM, certain symbols (e.g., corners of the con-
with such a high level of FO estimation error, the detection &ellation map, which result in high PAPR) are often truncated;
very reliable. (Wher; < 1 kHz, the performance is the sameesulting in several bit errors. Compared to QPSK/BPSK, 64-
as whend; = 0. Those results are not shown.) At this pointQAM has 3.7 dB higher PAPR. To remedy this issue, we
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1

scaled down the average power of generated samples at Al
to a level that the USRPs can transmit the peak values with( 08} sz
truncation. We apply this sample sequences scaling with t _ os
same normalized average Tx power for all the experimen: S,
This solution is more reliable for comparison purposes than
solution in which the peak value is always transmitted at tr

FCJ, -4 dB

08} | = = —FcJ,-1dBm

0.2

. . 0
maximum power but the average power varies from one fran ot %% 10 10 107 10% a0t 1000 04 1070 10° 10%° 1% 100 10" 10%°
to another. a) M; = QPSK and Tx power= (b) M; = 16-QAM

The second challenge is inaccurate FO estimation whc(arg; dBm (=1 dBm for 64-QAM)

_OCtOC|qu is not used. As rep_orte(_:i in [_15]’ [16] _and discuss‘_%. 15. Empirical cumulative distribution function of BER (USRP results).
in Section IV-B, the FO estimation is often inaccurate in

hardware experiments, which results in high BER for largie firsttry to detect the frame usirfg(., ) and then calculate
frames. Denser modulation schemes and asymmetric c8fl-initial FO estimate using the two complex values that
stellation maps are often more sensitive to FO estimati®idve highest amplitudes in a version of (2) without absolute
errors. In FCJ|M;| symbols of a symmetric constellation aréPerator (similar to the method in [25]). The phase offset in
encoded t@|M;| symbols that are asymmetrically distributedhis case is often an estimate of the phase offset between two
in the constellation of\,;. To reduce the estimation error,S2Mples that arél samples away from each other. Note that
we maintain a coarse estimate é6f based on previous the embedded’D does not impact this phase offset. After
transmissions and compensated for it before performing th@mpensating for this initial estimate, Bob recomp(Rgs n).
normal FO estimation in each run. Yet, the estimate may beln analyzing the measured payload BER, we excluded
inaccurate and result in high BER. When averaging the BEtRe cases when the frame @ is not correctly detected.
of several transmissions, a (small) subset of transmissidpgsically, any frame oD detection error will result in a
with high BER values (e.g.]0~!) overshadows the rest ofpacket drop. Nevertheless, the single-digit detection rate in
transmissions whose BER values are low. To better repres8Ht experiments is> 99% even at the lowest transmission
the results and separate the high BER values due to inaccuR@&er in our setup«8 dBm).
FO estimation, we use CDF curves for reporting the BER In Fig. 15, we compare the performance of FCJ with
performance of the schemes. Each CDF represents the BERs four-state TCM to the one of the default scheme when
of 2000 transmissions. (In CBM [16], a two-pass mechanist@ctoClock is not used. In these experiments, the SNR was so
is employed to significantly reduce the errors in FO correctidnigh (~ 35—40 dB) that the decoding errors were often due to
and phase tracking. This mechanism is not implemented hetisgccurate FO estimation only, even when Alice’s transmission
The third challenge is inaccurate frame detection whegrower is set to its lowest values. Fig. 15(a) depicts the
dr is high. Thed; between our two USRPs at 2.4 GHZBER distribution whenM,; = QPSK andM,; = 64-QAM.
carrier frequency is in the range.6,1.1] kHz. At Bob, the Erroneous FO estimation and accumulation of phase error in
summation of the terms in (2) with time-varying phase offsethis case results in slightly worse performance compared to
may reducéR (., n) at the preamble start. To address this issuthe default scheme (as explained in Section I1V-B). In the same
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Fig. 16. USRP results: BER versus received SNR of modulation unification at Bob whgn= 64-QAM and 4-state TCM is used { ~ 0).

figure, we also show the performance of 64-QAM, which igulnerable to wiretapping, in addition to side lobes. Also, in
significantly impacted by erroneous FO estimation. Howevespme circumstances, these techniques may fail to provide di-
our scheme performs better than the default scheme whentionality (e.g., see [34]). Other signal precoding techniques
M; = 16-QAM (see Fig. 15(b)). The reason is that the impasuch as beamforming and orthogonal blinding (e.g., [17]) have
of residual FO estimation errors on our scheme in this caseaiso been shown to be insufficient (see Section I-A).
similar to its impact on 16-QAM. Moreover, when the residual More recently, trellis-based encoders has been employed for
error is low, the TCM code helps Bob in FCJ to correct feywroviding data confidentiality [35], [36] and rate hiding [16].
bits in error and achieve more error-free transmissions.  |n [16], the authors generalize conventional TCM to simultane-
Finally, we study the BER performance with varying SNRyusly hide the rate information/modulation scheme and boost
when OctoClock is used. In addition to the relatively fixe¢he system resiliency (up ®dB) against interference. In order
noise in the environment, we introduce Gaussian noise at B@beliminate the dependency among successive coded symbols,
right after the channel estimation/equalization so as to vary ttt authors proposed cryptographicly interleaving blocks of
received SNR. The results in Fig. 16 show that the proposgdsymbols, wherep is a prime number. Largp is required
4-state TCM scheme is sufficient to maintain the default BERy prevent exhaustive search and known-plaintext attacks on
the interleaved blocks. This can result in a large decoding
VII. RELATED WORK delay whereas the delay of FCJ is less than- 30 symbols.
Several upper-layer techniques, such as padding, trafflore importantly, the authors encrypt the header but without
morphing [11], and packet features masking at the applicatiproviding any alternative for the sender identification.
layer [13], have been proposed to prevent the leakage of
SCI by altering the true traffic statistics. These techniques,
however, trade off higher traffic overhead for increased privacy. VIIl. CONCLUSIONS
In fact, most of the existing techniques and in particular the
padding techniques have been shown to be insufficient inPreventing the leakage of transmission attributes, includ-
thwarting classification attacks, despite their high bandwidihg unencrypted PHY/MAC header fields and the payload's
overhead [12]. Dyeret al. [12] demonstrated that even if modulation scheme, is challenging. In this paper, we proposed
packet lengths are obfuscated, training a website-traffic clagsiiendly CryptoJam(FCJ) to effectively protect the confiden-
fier based only on the total bandwidth can result in a very hidiality of lower-layer fields and prevent SCl-based traffic clas-
classification accuracy. They also proposed a countermeassifieation, rate-adaptation, plaintext, dictionary, modulation de-
that obfuscates the total bandwidth, but with0% — 400% tection, and device-based tracking attacks. FCJ employs three
overhead. To reduce the overhead, traffic reshaping at thain techniques. First, a message embedding technique is
MAC layer [10] is used to dynamically distribute the trafficapplied to overlay a frame-specific PHY-layer sender identifier
among several virtual MAC interfaces; hence reshaping tbe the frame preamble, obviating the need for MAC address
statistical traffic profile of each of the interfaces. Howevegnd facilitating synchronous keystream generation and key
this method requires modifying protocols of multiple layerdookup at PHY layer. Second, modulation-aware encryption
Furthermore, none of the above techniques can hide lower-used to reliably secure plaintext headers. Third, an energy-
layer fields such as the modulation scheme and the dafficient and indistinguishable modulation unification tech-
rate. FCJ, however, obfuscates packet lengths and the taiglue based on untraceable trellis-coded modulation (TCM) is
traffic volume (among others) without imposing high overheagdsed to obfuscate the payload’s modulation scheme and par-
or modifying upper-level protocols. For example, upgradintglly decorrelate the frame duration from the payload size. We
BPSK-modulated frames to 64-QAM-modulated frames camowed theoretically and experimentally that such an identifier
translate ta500% increase in the total traffic volume for Eve.that is constructed using a series of shifted Barker sequences
A number of PHY-layer protection schemes have also beand is superposed it on the 802.11b preamble can be reliably
proposed. Scrambling can be used to securely obfuscate dieéected at the receiver without considerably affecting typical
input bit sequence. However, this does not obfuscate theeamble functions. The emulation and experimental results
channel-dependent modulation scheme. Directional antenaés verify that modulation unification and encryption are
try to shrink the vulnerability zone by steering in the directiosuccessful in hiding the true packet size, modulation scheme,
of the legitimate receiver. Yet, the LOS from Alice to Bob isand frame content without degrading the BER performance.
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