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Abstract—Mobile edge computing (MEC) is a promising so-
lution to support emerging delay-sensitive mobile applications,
such as self-driving, augment/virtual reality, and various Internet
of Things (IoT) applications. By deploying MEC servers at
network edge, e.g., close to cellular base stations (BSs), the
computational tasks generated by these applications can be
offloaded to edge nodes (ENs) and be quickly executed there. At
the same time, with the projected large number of IoT devices,
the communication and computational resources allocated to each
user can be quite limited, making it challenging to provide low-
latency MEC services. In this paper, we investigate the problem
of task partitioning and user association in an MEC system,
aiming to minimize the average latency of all users. We assume
that each task can be partitioned into multiple subtasks that
can be executed on local devices (e.g., vehicles), MEC servers,
and/or cloud servers; each user can be associated with one of the
nearby ENs. The subtasks can be independent of or dependent
on each other. For each case, we formulate the joint optimization
of task partitioning ratios and user association as a mixed integer
programming problem. Each problem is solved by decomposing
it into two subproblems. The lower-level subproblem is task
partitioning under a given user association, which can be solved
optimally. The higher-level subproblem is user association, we
propose a dual decomposition-based approach and a matching-
based approach to derive near-optimal solutions. Simulation
results show that compared to benchmark schemes, the proposed
schemes reduce the average latency by about 50% and 40% for
the cases of independent and dependent subtasks, respectively.

Index Terms—Mobile edge computing; delay-sensitive IoT
applications; task partitioning; user association.

I. INTRODUCTION

Emerging mobile Internet of Things (IoT) applications
(e.g., autonomous driving, augmented/virtual reality) require
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executing computationally intensive tasks with stringent delay
requirements [2]. Given the limited processing capability of
mobile devices, completing these tasks in a timely manner
is challenging. Mobile edge computing (MEC) is a promis-
ing solution to support delay-sensitive IoT applications. By
deploying MEC servers at the network edge, e.g., close to
base stations (BSs) or access points (APs), mobile users can
offload their computational tasks to nearby MEC servers for
fast processing [3], [4]. Benefiting from the proximity to end-
users, low latency can be achieved.

Meanwhile, with the deployment of 5G networks, tens of
billions of mobile devices can soon be connected to the
Internet [6], many of which are to be supported by future
MEC systems. These devices will compete for the limited
computational and communication resources, and increase
the workload of edge servers, hence making it less likely
for the MEC systems to deliver low-latency services to all
connected users [20]. To address this challenge, the design
of task offloading strategy and the optimization of resource
allocation among users served by an MEC server have been
explored in the literature (e.g., [8], [20], [22]). The challenge
of degraded latency performance caused by increased traffic
load can also be addressed via collaboration between multiple
MEC servers [17], [18], [26], which enables computational
tasks to be transferred between these servers for improved
load balancing.

Another approach for latency reduction in MEC is task
partitioning. Most existing works on task offloading assume
that the computation of a task begins after the whole task
has been offloaded to the MEC or cloud server. In con-
trast, if a given computational task can be partitioned into
multiple portions of subtasks and assign various portions to
the local device, the MEC server, and/or the cloud server
for execution, the workload at each of these entities can
be reduced. Besides, the offloading and computing processes
can be performed concurrently, resulting in lower latency.
Obviously, task partitioning ratios need to be optimized based
on various system parameters, e.g., computational capabilities
of different devices/servers, channel quality between user and
edge node (EN)1, traffic load, etc. Note that, the subtasks
can be independent of or dependent on each other. For the
latter case, the subtasks have to be executed in a certain order,
adding constraints on how the subtasks can be partitioned and
assigned.

1Here, an EN refers to a combination of a BS/AP and an MEC server.
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Fig. 1. System model of a multi-user MEC system with one cloud server and
multiple MEC servers.

Task partitioning has recently been considered based on
the model of a single EN (e.g., [23], [24]) or a single user
(e.g. [26]). In an MEC system with multiple ENs serving
multiple users (see Fig. 1), user association is a key design
factor, as it determines the traffic load at each EN and the
latency associated with offloading a task to different ENs.
Thus, user association directly impacts the task partitioning
strategy, necessitating a joint optimization of the two designs.

In this paper, we investigate joint optimization of task par-
titioning and user association, aiming to minimize the average
latency of users in a cellular network-based MEC system. We
develop efficient schemes to obtain near-optimal solutions to
the problem. The main contributions are as follows:

• We formulate the problem of joint optimization of task
partitioning and user association in MEC systems. Two
types of tasks are considered: tasks that are composed
of independent subtasks and tasks in which the subtasks
follow a sequential dependency structure. For each case,
a mixed-integer linear programming (MILP) problem is
formulated with the objective of minimizing the average
latency of all users.

• For each case of subtask dependency, we decompose the
original problem into two subproblems. The lower-level
subproblem targets optimizing the task partitioning ratio
under a given user association, which can be optimally
solved. The higher-level subproblem is user association,
for which we develop two schemes to obtain the solution:
one is based on dual decomposition and the other is based
on a matching between users and ENs.

• To demonstrate the near optimality of our solutions, we
derive a lower bound on the average latency.

• We evaluate the performance of the proposed schemes
via simulations. The results show that, compared to
benchmark schemes, the proposed schemes reduce the
average latency by around 50% and 40% for the cases of
independent and dependent subtasks, respectively.

The remainder of this paper is organized as follows. We

review related literature in Section II. The system model
is presented in Section III, followed by latency analysis in
Section IV. Afterward, the problem formulation is given in
Section V. Algorithmic solutions are presented in Section VI.
We present our simulation results and discussion in Sec-
tion VII. Finally, the paper is concluded in Section VIII.

II. RELATED WORK

MEC has attracted considerable attention from both industry
and academia. Standardization efforts by the Industry Spec-
ification Group (ISG) of the European Telecommunications
Standards Institute (ETSI) were initiated [3], with the first
MEC platform developed by Intel in 2014 [7]. From a research
perspective, an overview of MEC can be found in [4]. A recent
analytical framework that incorporates various components of
MEC, including communication, computation, caching, and
control, was introduced in [5].

Task assignment in MEC systems was also investigated in
prior works (e.g., [8]–[15]). The majority of existing works
are based on binary task assignment, where a task can either
be offloaded to an MEC server or executed locally. In these
works, the processing of multiple tasks at the MEC server
is performed in parallel [11], [12], or sequentially [13], [14].
For servers that can execute tasks in parallel, the allocation of
computational resources is a key factor that impacts execution
latency. For sequentially processed tasks, the key design issue
is the execution order of these tasks, which directly impacts
the queueing delay (the waiting time of a task before execution
is initiated). While most existing works consider models based
on homogeneous tasks, task assignment for heterogeneous
tasks was recently studied [15]. For example, delay-sensitive
tasks can be assigned to the MEC server for immediate
processing, whereas delay-tolerant tasks can be assigned to
the cloud server. In contrast to these works, we extend the
notion of task assignment to fully exploit the computational
capability of local devices, MEC servers, and cloud servers by
allowing individual tasks to be partitioned.

Task partitioning has been considered in some recent
works under different partitioning patterns and design ob-
jectives [20]–[26], [33]. The partitioning between the local
device and the cloud server was considered in [20], while
task partitioning between the local device and the MEC server
was considered in [21]–[24]. In [21], joint optimization of
the task partitioning ratio, device transmit power, and device
computational speed was performed to minimize the device’s
energy consumption and task execution latency. In [25], the
impact of task partitioning on the energy consumptions of
the local device computing and task offloading was analyzed,
and an efficient design was proposed to achieve a good
balance between EN energy consumption and task processing
delay. The tradeoff between energy and latency was also
investigated in [22], where the task partitioning ratio and
communication resources were optimized to minimize the
total energy consumption under a given latency constraint.
In [23], [24], [26], the optimal partitioning ratio and resource
allocation were derived with the objective of minimizing the
overall offloading latency. Our paper differs from the above



IEEE TRANSACTIONS ON VEHICULAR TECHNOLOGY, VOL. XX, NO. XX, XXX 2021 3

works in that it considers the interdependency of subtasks.
Recently, dependency-aware task offloading was considered
(e.g., in [27]–[30]). In [27], joint optimization of task of-
floading decision and resource allocation was considered for
MEC systems with tasks following a task call graph to be
executed, and a deep reinforcement learning-based solution
was proposed to capture the time-varying wireless channel
and edge computing capability. In [28], task offloading policy
was optimized for the scenario of inter-user task dependency,
where the input of a task at one user device relies on the
output of the final task at another user device. In contrast
to these works, we consider the dependency between the
subtasks of a given task, rather than dependency between
tasks. In particular, the optimal task partitioning ratios are
derived based on different dependency structures. Furthermore,
previous works targeted a single EN or a single user, hence
user association and load balancing among ENs were not
considered.

To harness the benefits of utilizing multiple ENs for
task offloading, cooperation among ENs has been considered
in [16]–[18], [26], [31]. Specifically, a user can offload its
tasks to multiple ENs [16], [26], [31], or the ENs can send
their workload to each other [17], [18]. Load balancing can
also be achieved by optimizing user association in multi-
cell-based MEC systems. In [32], [33], joint optimization
of user association, computational resource allocation, and
power control was carried out to minimize the total energy
consumption. In contrast to these works, we aim to minimize
the average latency in delay-sensitive MEC applications via a
joint optimization of task partitioning and user association.

III. SYSTEM MODEL

A. Problem Setup

As shown in Fig. 1, we consider a multi-user MEC system
that consists of one cloud server and multiple MEC servers
that are placed next to or integrated into the BSs of a
wireless cellular network. The combination of a BS and an
MEC server is regarded as an edge node (EN), which is
connected to the cloud server via a backhaul connection. There
are J ENs, indexed by j ∈ {1, . . . , J} , J . These ENs
collectively serve K mobile user equipments (UE), indexed
by k ∈ {1, . . . ,K} , K. User associations are represented by
the following binary variables:

xk,j ,

{
1, if UE k is associated with EN j
0, otherwise,

k ∈ K, j ∈ J . (1)

We consider a scenario in which each UE can be associated
with at most one EN. Thus,

∑J
j=1 xk,j ≤ 1 for k ∈ K. For

UEs associated with EN j, their tasks can be executed at EN
j and/or forwarded by EN j to the cloud server for execution.
We assume that each UE generates one task at a time. Each
task can be partitioned into multiple subtasks, each with its
own data. An example of such a task is object recognition,
which is based on videos taken by cameras mounted on
an autonomous vehicle. Each video clip can be partitioned
into multiple segments and processed at the UE, EN, and

cloud server, respectively. To fully exploit the computational
capabilities of different computing units for latency reduction,
the subtasks can be grouped into three sets that are executed by
UE, EN, and cloud server, respectively. Suppose that xk,j = 1,
the ratios of subtasks assigned to UE k, EN j, and the cloud
server are denoted by αk, βk,j , and γk,j , respectively. Similar
to the definitions in [23], [24], αk, βk,j , and γk,j are the
fractions of input data (e.g., file sizes of video segments) of the
task generated by UE k, which are determined by the number
of subtasks to be executed by UE k, EN j, and cloud server,
respectively.2 By definition, if xk,j = 0, then βk,j = γk,j = 0.
Thus, βk,j ≤ xk,j and γk,j ≤ xk,j for k ∈ K, j ∈ J .
Considering that

∑J
j=0 xk,j ≤ 1 for every UE k, we have

αk +
∑J
j=1 βk,j +

∑J
j=1 γk,j = 1.

To capture the mobility of UEs, we assume that their
locations are updated at every time slot, where each UE may
stay unmoved or move in a random fashion. Accordingly,
the system configurations, including task partitioning and user
association, are optimized and updated on a per-slot basis.
Specifically, {αk}, {βk,j}, {γk,j}, and {xk,j} are optimized
based on the locations of UEs at the current time slot. When
UE locations change, the optimization will be performed again
based on the new locations at the next time slot.

B. Computational Model

The task generated by any UE k is characterized by the size
of the input data sk (in bits) and the computational complexity
zk, expressed in the number of CPU cycles required to execute
one bit of the task. Then, the number of CPU cycles required
to complete the whole task is skzk.

1) Local UE Computing Time: Let c(L)
k be the computa-

tional capability of UE k, measured in CPU cycles per second.
Given αk, the number of CPU cycles required to complete the
subtasks assigned to UE k is αkskzk. Then, the execution time
(in seconds) at UE k is given by:

t
(L)
comp,k =

αkskzk

c
(L)
k

. (2)

2) MEC Server Computing Time: We assume that each EN
is equipped with a multi-core processor, allowing it to execute
the subtasks received from multiple UEs concurrently. For
fairness, the computational capability of an EN is equally split
between all UEs associated with that EN within each time slot.
Once the input data of the subtasks have been uploaded to an
EN, the EN immediately executes these subtasks. This way,
there is no waiting time incurred at each EN.

We refer to the number of UEs associated with EN j as the
traffic load of EN j, given by Qj ,

∑K
k=1 xk,j . Let c(E)

j be the
computational capability of EN j. As this capability is equally
shared among all associated UEs, the computational capacity

allocated to UE k by EN j is given by c
(E)
k,j =

c
(E)
j∑K

k=1 xk,j
.

2Because a task cannot be partitioned into arbitrarily small subtasks, αk ,
βk,j , and γk,j can only take a finite number of values. For example, if a task
can be partitioned into 10 comparable subtasks, the partitioning ratios may
take values in the set {0, 0.1, . . . , 0.9, 1}. In this paper, we first obtain the
optimal αk , βk,j , and γk,j in the continuous domain [0, 1] and then round
them to the closest feasible values.
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Given βk,j , the execution time for the subtasks of UE k at
EN j is given by:3

t
(E)
comp,k,j =

βk,jskzk

c
(E)
k,j

=
βk,jskzkQj

c
(E)
j

, k ∈ K, j ∈ J . (3)

Remarks: As the subtasks offloaded by various UEs differ
in size and complexity, equal allocation of computational
capability at EN results in under-utilization of computing
resources. For example, the computational resource allocated
to some subtasks that are completed earlier cannot be re-
leased to execute the ongoing subtasks. On the other hand,
if the values of {βk,j} are known to EN j in advance, the
computational resource allocation can be optimized in a way
that maximizes the utilization of computing resource of EN j.
Specifically, if the subtasks of all UEs associated with EN j
are completed at the same time, the computational capability
of EN j would not be “wasted”. To achieve this goal, the
computational capability allocated to UE k should be set
to c

(E)
k,j = c

(E)
j

xk,jβk,jskzk∑K
k=1 xk,jβk,jskzk

. However, as indicated later
in the solutions section, the values of {βk,j} are unknown
to EN j in advance. In fact, {βk,j} are optimized by EN
j based on various parameters including c

(E)
k,j . Therefore,

the abovementioned optimization of EN computing resource
cannot be directly applied. An intuitive approach to obtain
an optimized solution is to iteratively update {βk,j} and c(E)

k,j

until convergence. However, as the configurations of different
UEs are coupled via the total computational capability c

(E)
j ,

a significant number of iterations are required to achieve
convergence. Due to such uncertainty and high complexity,
we adopt equal allocation of the computational capability.

3) Cloud Server Computing Time: We assume that the
cloud server provides a fixed computational capability to UE
k, given by c

(C)
k . The value of c(C)

k is based on the plan of
service purchased by UE k. Suppose the subtasks of UE k
is offloaded to EN j and then forwarded to the cloud server
(xk,j = 1). The execution time at the cloud server is given by:

t
(C)
comp,k,j =

γk,jskzk

c
(C)
k

, k ∈ K, j ∈ J . (4)

C. Communication Model

The cellular network considered in this paper adopts an
orthogonal time-frequency resource allocation, e.g., OFDMA,
as used in LTE and 5G systems. We assume that the com-
munication resource is equally allocated among all UEs as-
sociated with an EN to achieve sum-logarithmic rate max-
imization [35]. We assume that each EN can measure the
uplink signal-to-interference-plus-noise ratio (SINR) of UEs
associated with it [5], [22]–[24]. This can be implemented
by having UEs send pilot or beacon signals to the EN at
the beginning of each time slot. Such an approach has been
widely used in cellular systems, where multiple orthogonal

3Here, we assume that the computational resource allocated to each task is
fixed within a time slot. Specifically, if some subtasks are completed earlier
than others, the unused computational capacity would not be allocated to the
tasks that are still being executed, due to the short period of a time slot and
the overhead for reallocation. The length of a time slot is set to be a value
such that all tasks can be completed during one time slot.

OFDM symbols are used as pilots and are sent from UEs
to BSs for channel estimation. With the estimated channel
state information (CSI), the SINRs of different UEs can be
calculated. Let W be the bandwidth of the access channel for
each EN, and let θk,j be the SINR for the uplink from UE k
to EN j. The data rate of UE k when associated with EN j is
given by:

Rk,j =
W log (1 + θk,j)

Qj
. (5)

Note that ENs may use the same spectrum band (universal
frequency reuse) or different spectrum bands (fractional fre-
quency reuse). For both cases, the data rate expression in (5)
is applicable as long as the SINR can be obtained. We assume
that the connection between UE k and EN j can be established
only when θk,j is greater than or equal to a given threshold
θth. Let πk be the set of ENs that can be employed by UE k
for task offloading, πk = {j |θk,j ≥ θth }. Then, we have:

xk,j = 0,∀j /∈ πk. (6)

We assume that the number of UEs that can be served by EN
j is upper-bounded by Sj (e.g., Sj is the number of channels).
The programs of user applications are pre-installed in MEC
and cloud servers. Thus, a UE only needs to send the input data
of subtasks to the associated EN. The subtasks to be executed
by the cloud server are offloaded by a UE via its associated
EN, along with the subtasks to be executed by the EN. Then,
the offloading time from UE k to EN j is given by:

t
(E)
off,k,j =

(βk,j + γk,j)sk
Rk,j

=
(βk,j + γk,j)skQj
W log (1 + θk,j)

. (7)

We consider a wired backhaul link of rate Mj between EN
j and the cloud sever. The backhaul capacity is sufficiently
large so that there is no congestion, and this capacity is equally
split between all UEs served by the EN. Thus, the total time
required for offloading the subtasks of UE k to the cloud server
via EN j is given by:

t
(C)
off,k,j = t

(E)
off,k,j + t

(B)
off,k,j (8)

where t(B)
off,k,j is the backhaul transmission time, given by:

t
(B)
off,k,j =

γk,jskQj
Mj

. (9)

Due to the small size of the output data, the latency for
sending the outcome of a task back to a UE is neglected in
our analysis [22], [31]. In case such latency is non-negligible,
the time for downloading the task outcome can be calculated
in the same way as in (7).

IV. LATENCY ANALYSIS

A. Independent Subtasks

We first consider the scenario in which a computational
task can be partitioned into multiple independent subtasks.
An example of such a task is object recognition using video
processing, where a video clip can be segmented into multiple
episodes and separately processed at the local device, EN, and
cloud server. Let t(L)

k , t(E)
k , and t(C)

k be the total elapsed time
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until the subtasks of UE k are completed at the local device,
EN j, and cloud server, respectively. We have:

t
(L)
k = t

(L)
comp,k

t
(E)
k,j = t

(E)
off,k,j + t

(E)
comp,k,j

t
(C)
k,j = t

(C)
off,k,j + t

(C)
comp,k,j . (10)

Because subtasks are independent, they can be concurrently
executed. Thus, the latency for completing the whole task is
the latency of the latest completed part, which is given by:

Tk = max

t(L)
k ,

J∑
j=1

xk,jt
(E)
k,j ,

J∑
j=1

xk,jt
(C)
k,j

 . (11)

B. Dependent Subtasks

In some applications, the computational task is composed
of multiple inter-dependent subtasks. For example, the task
of a navigation system can be divided into multiple subtasks,
including localization, map downloading and updating, traffic
information acquisition, and route planning. Obviously, the last
subtask relies on the outcomes of previous subtasks. The inter-
dependency could also lie in the program code, where the code
of a task consists of multiple stages that need to be executed
in a certain order.

In this paper, we consider a task with subtasks that need
to be executed sequentially in different stages. For such a
task, the output of one subtask is an input to the subsequent
subtask. Based on the required order of execution, we divide
the subtasks into three parts, which are sequentially executed
in three stages: the beginning stage, the middle stage, and the
final stage. Specifically, subtasks in the beginning stage are to
be executed first, and then the output of the beginning stage is
used to trigger the execution of subtasks in the middle stage.
The same applies to subtasks in the middle and final stages.
The subtasks in the beginning stage are assigned to the local
device for execution. Once the local device starts executing,
it also starts offloading the rest of the subtasks to the EN at
the same time. After the local device completes executing its
subtasks, it sends the output to the EN. Upon receiving the
output, the EN begins executing the subtasks in the middle
stage. At the same time, the EN sends the subtasks to be
executed at the final stage to the cloud server. After the EN
has completed the subtasks in the middle stage, it sends the
output to the cloud server. Lastly, the cloud server returns the
final output of the task to the UE after it completes executing
its part. Let t̃(L)

k be the time unit the EN starts executing its
subtasks, t̃(E)

k,j be the time from the beginning of execution at
the EN to the beginning of execution at the cloud server, and
t̃
(C)
k,j be execution time at the cloud server. These quantities

are calculated as follows:

t̃
(L)
k = max

{
t
(L)
comp,k, t

(E)
off,k,j

}
,

t̃
(E)
k,j = max

{
t
(E)
comp,k,j , t

(B)
off,k,j

}
,

t̃
(C)
k,j = t

(C)
comp,k,j . (12)

Then, the latency of completing the whole task is given by:

T̃k = t̃
(L)
k +

J∑
j=1

xk,j t̃
(E)
k,j +

J∑
j=1

xk,j t̃
(C)
k,j . (13)

V. PROBLEM FORMULATION

In this paper, we aim to minimize the average latency of
UEs, which is equivalent to minimizing the sum latency of
all UEs. Let α, β, γ, and x denote the vector [αk]k∈K,
the matrix [βk,j ]k∈K,j∈J , the matrix [γk,j ]k∈K,j∈J , and the
matrix [xk,j ]k∈K,j∈J , respectively. For the case of independent
subtasks, the problem is formulated as:

P1 : min
{α,β,γ,x}

K∑
k=1

Tk (14)

s.t.: αk +

J∑
j=1

βk,j +

J∑
j=1

γk,j = 1, k ∈ K (15)

J∑
j=1

xk,j ≤ 1, k ∈ K (16)

K∑
k=1

xk,j ≤ Sj , j ∈ J (17)

βk,j , γk,j ≤ xk,j , k ∈ K, j ∈ J (18)
0 ≤ αk, βk,j , γk,j ≤ 1, k ∈ K, j ∈ J (19)
xk,j ∈ {0, 1} , k ∈ K, j ∈ J (20)
xk,j = 0, k ∈ K, ∀j /∈ πk. (21)

The constraints in (15) come directly from the definitions of
α, β, and γ; the constraints in (16) indicate that each UE
can be associated with at most one EN; the constraints in (17)
specify the upper bound on the number of UEs that can be
served by EN j; the constraints in (18) are due to the fact
that a UE can assign a certain ratio of its task to EN j and/or
to the cloud server via EN j only when it is associated with
EN j; and finally the constraints in (21) result from the SINR
constraint as described in (6).

For the case of dependent subtasks, the problem is formu-
lated as:

P2 : min
{α,β,γ,x}

K∑
k=1

T̃k (22)

s.t.: (15)− (21)

VI. SOLUTION ALGORITHMS

In this section, we present solutions to the formulated
problems. For both cases of subtask dependency, we decom-
pose the formulated problems (P1 and P2) into two levels
of subproblems. The lower-level subproblem determines the
task partitioning for a given user association, which can be
optimally solved. The higher-level subproblem determines
the user association given that optimal task partitioning has
been applied. Two schemes are developed to solve the user
association problem, one is based on dual decomposition and
the other is based on a matching between UEs and ENs.
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Fig. 2. Optimal task partitioning for the case of independent subtasks.

A. Optimal Task Partitioning for a Given User Association

1) Independent Subtasks: For the case of independent sub-
tasks, the latency of a task equals to the latency of the set of
subtasks that are last to complete among the local device, EN,

and the cloud server. Since αk+
J∑
j=1

xk,jβk,j +
J∑
j=1

xk,jγk,j =

1, a decrease of one ratio would cause an increase of at least
one of the other ratios. Thus, the optimal task partitioning is
achieved when the subtasks executed at the local device, the
EN, and cloud server are completed at the same time, as shown
in Fig. 2. Then, we have the following equation:

t
(L)
k =

J∑
j=1

xk,jt
(E)
k,j =

J∑
j=1

xk,jt
(C)
k,j . (23)

Let α∗k, [β∗k,j ]j∈J , and [γ∗k,j ]j∈J be the optimal task par-
titioning ratios of UE k. Applying the expressions in (10)
to (23), we have:

α∗kskzk

c
(L)
k

=

(
J∑
j=1

β∗k,j+
J∑
j=1

γ∗k,j)skQj

W log (1 + θk,j)
+

J∑
j=1

β∗k,jskzkQj

c
(E)
j

=

(
J∑
j=1

β∗k,j+
J∑
j=1

γ∗k,j)skQj

W log (1 + θk,j)
+

J∑
j=1

γ∗k,jskQj

Mj
+

J∑
j=1

γ∗k,jskzk

c
(C)
k

.

(24)

Combine (24) with the equation α∗k +
J∑
j=1

β∗k,j +
J∑
j=1

γ∗k,j = 1,

we can solve for α∗k,
∑J
j=1 β

∗
k,j , and

∑J
j=1 γ

∗
k,j . Finally, based

on [xk,j ]j∈J , the optimal αk, [βk,j ]j∈J , and [γk,j ]j∈J can be
obtained.

2) Sequentially Dependent Subtasks: For the case of se-
quentially dependent subtasks, the optimal task partitioning
is achieved when: (1) the execution at the local device and
the offloading from UE to EN are completed at the same
time; (2) the execution at EN and the offloading from EN
to cloud server are completed at the same time. The reason
behind the first condition is that if the local device execution
is completed before or after the offloading from UE to EN,
the execution at the EN cannot be initiated until the latter of
the two is completed. To minimize the elapsed time before the
execution at the EN starts, the task partitioning ratios should
be set such that the local execution time and offloading time

time

UE k

EN j

Cloud 

server

Output

Output

(L)

comp,kt

(E)

off , ,k jt (E)

comp, ,k jt

(E)

off , ,k jt (B)

off , ,k jt (C)

comp, ,k jt

Fig. 3. Optimal task partitioning for the case of sequentially dependent
subtasks.

(from UE to EN) are equal. The same argument extends to the
EN execution and the offloading from EN to the cloud server.
As illustrated in Fig. 3, we have:

t
(L)
comp,k = t

(E)
off,k,j , t

(E)
comp,k,j = t

(B)
off,k,j . (25)

Applying (10), the optimal task partitioning ratios are calcu-
lated with the following:

α∗kskzk

c
(L)
k

=
(
∑J
j=1 β

∗
k,j +

∑J
j=1 γ

∗
k,j)skQj

W log (1 + θk,j)
,∑J

j=1 β
∗
k,jskzkQj

c
(E)
j

=

∑J
j=1 γ

∗
k,jskQj

Mj
. (26)

The solution for α∗k, [β∗k,j ]j∈J , and [γ∗k,j ]j∈J can be obtained
in the same way as described above.

B. Dual Decomposition-Based User Association

In this part, we present the dual decomposition-based user
association scheme. We first derive the latency expression of a
UE as a function of x, given that optimal task partitioning has
been applied. Based on this expression, a dual decomposition
algorithm is applied to obtain the solution for user association.
Due to page limits, we only present the solution for the case
of dependent subtasks. This solution can be easily customized
to the case of independent subtasks.

For the case of dependent subtasks, the solution for the
optimal task partitioning with a given x can be obtained by
solving the equations in (26). The solution is given by:

α∗k =
c
(L)
k Qj

zkW log(1 + θk,j) + c
(L)
k Qj

β∗k,j =
zkW log(1 + θk,j)c

(E)
j(

zkW log(1 + θk,j) + c
(L)
k Qj

)(
c
(E)
j + zkMj

)
γ∗k,j =

z2
kW log(1 + θk,j)Mj(

zkW log(1 + θk,j) + c
(L)
k Qj

)(
c
(E)
j + zkMj

) .
(27)

Let Γk,j be the latency of UE k when associated with EN
j under optimal task partitioning. This Γk,j is calculated
by applying the optimal partitioning ratios in (27) to the
latency expression in (13). The closed-form expression for
Γk,j is given by (28) (see next page). This expression is
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Γk,j = skzk

[
c
(E)
j + zkMj + zkW log(1 + θk,j)

]
Qj +W log(1 + θk,j)

z2kMj

c
(C)
k

c
(L)
k

(
c
(E)
j + zkMj

)
Qj + zkW

(
c
(E)
j + zkMj

)
log(1 + θk,j)

. (28)

only applicable to the case when UE k is associated with an
EN. For the case when UE k is not associated with any EN,
i.e.,

∑J
j=1 xk,j = 0, the latency of UE k is given by skzk

c
(L)
k

.
Combining the two cases, the latency of UE k under optimal
task partitioning T̃ ∗k is given by:

T̃ ∗k =

J∑
j=1

xk,jΓk,j +

1−
J∑
j=1

xk,j

 skzk

c
(L)
k

. (29)

Then, the objective function of the user association problem
is given by:

K∑
k=1

T̃ ∗k =
K∑
k=1

skzk

c
(L)
k

+
K∑
k=1

J∑
j=1

xk,j

(
Γk,j −

skzk

c
(L)
k

)
. (30)

Let ∆k,j , skzk
c
(L)
k

− Γk,j . This ∆k,j can be interpreted
as the achievable latency reduction for UE k when it is
associated with EN j, compared to UE k executing the task
by itself. From (30), we can see that minimizing sum latency∑K
k=1 T̃

∗
k is equivalent to maximizing the sum latency reduc-

tion
∑K
k=1

∑J
j=1 ∆k,j . Then, the user association problem can

be formulated as:

P3 : max
{x}

K∑
k=1

J∑
j=1

xk,j∆k,j (31)

s.t.:
J∑
j=1

xk,j ≤ 1, k ∈ K, j ∈ J (32)

K∑
k=1

xk,j ≤ Sj , j ∈ J (33)

xk,j ∈ {0, 1} , k ∈ K, j ∈ J (34)
xk,j = 0, k ∈ K, ∀j /∈ πk. (35)

Problem P3 is an integer programming problem that is difficult
to solve directly. To derive an effective solution algorithm, we
relax the integer constraint by allowing all xk,j to take any
values in [0, 1]. Although the relaxed problem, P3-Relexted,
is non-convex, we can apply a dual decomposition approach
to obtain a near-optimal solution for it.

Let Q = {Q1, . . . , QJ} be a set of auxiliary variables
and add constraints

∑K
k=1 xk,j = Qj , j ∈ J . With the new

constraints added, we have the following problem:

P4 : max
{x}

K∑
k=1

J∑
j=1

xk,j∆k,j (36)

s.t.: (32), (33), and (35)
K∑
k=1

xk,j = Qj , j ∈ J (37)

xk,j ∈ [0, 1], k ∈ K, j ∈ J . (38)

We apply a partial relaxation on the constraints∑K
k=1 xk,j = Qj , j ∈ J . The corresponding Lagrangian

function is given by:

L (x,λ) =

K∑
k=1

J∑
j=1

xk,j∆k,j +

J∑
j=1

λj

(
K∑
k=1

xk,j −Qj

)
(39)

where λ = {λ1, . . . , λJ} are the Lagrangian multipliers for
the constraints in (37). Then, the dual problem of P4 is given
by:

P4-Dual: min
{λ}

g(λ) (40)

where g(λ) is given by:

g(λ) = max
{x}
L (x,λ) . (41)

The problems in (40) and (41) are solved iteratively. At each
iteration, x and λ are updated by UEs and ENs, respectively.

The problem of maximizing L (x,λ), as described in (41),
can be decomposed into K subproblems, each solved by the
corresponding UE. To obtain the optimal solution of each
subproblem at iteration t, each UE k selects EN j∗[t] that
satisfies:

j∗[t] = arg max
j∈πk

{
∆k,j(Q

[t]
j )− λ[t]

j

}
. (42)

After the selection, each UE sends a notice to its selected EN.
Upon receiving the selections from various UEs, each EN j
updates xj = [x1,j , . . . , xK,j ] with the following rule:

x
[t]
k,j =

{
1, j = j∗[t]

0, otherwise
(43)

On the other hand, Problem P4-Dual can be decomposed
into J subproblems, each solved by the corresponding EN.
For each EN j, it updates λ[t]

j with the following gradient
approach:

λ
[t+1]
j = λ

[t]
j − ρ

[t]
j η

[t]
j (44)

where η[t]
j is the gradient of λ[t]

j , given by:

η
[t]
j = Q

[t]
j −

K∑
k=1

x
[t]
k,j (45)

and ρ[t]
j is the step size, given by:

ρ
[t]
j =

g(λ[t])− g(λ∗)∥∥η[t]
∥∥2 . (46)

After updating λ[t]
j , EN j updates Q[t]

j as follows:

Q
[t+1]
j = min{

K∑
k=1

x
[t]
k,j , Sj}. (47)
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Algorithm 1: Dual Decomposition-Based User Asso-
ciation Algorithm

1 Initialize Q and λ do
2 for k = 1 : K do
3 UE k selects the optimal EN according to (42) and

informs the selected EN
4 end
5 for j = 1 : J do
6 EN j updates xj according to (43) ;
7 Updates ηj according to (45) ;
8 Updates λj according to (44) ;
9 Updates Qj according to (47) ;

10 end
11 t+ +
12 while (x does not converge);

Finally, EN j broadcasts the updated values of λ[t]
j and Q

[t]
j

to nearby UEs. The UEs then initiate the next iteration of EN
selection. The procedure of the dual decomposition-based user
association algorithm is summarized in Algorithm 1. At each
iteration of Algorithm 1, the signaling overhead includes: (1)
the notification message sent by each UE to its selected EN;
(2) the broadcasting messages sent by each EN that indicate
the updated values of the Lagrangian variable and traffic load.
It can be seen that the overhead of information exchange
between ENs and UEs at each iteration is quite small. Thus,
the computational complexity of Algorithm 1 is dominated by
the number of iterations required to achieve convergence.

Lemma 1. Algorithm 1 converges faster than the sequence
{1/
√
t}.

Proof. Consider the optimality gap of λ, we have:

‖λ[t+1] − λ∗‖2

=

∥∥∥∥∥λ[t] − g(λ[t])− g(λ∗)

‖η[t]‖2
η[t] − λ∗

∥∥∥∥∥
2

=
∥∥∥λ[t] − λ∗

∥∥∥2

− 2
(
λ[t] − λ∗

)T g(λ[t])− g(λ∗)∥∥η[t]
∥∥2 η[t]

+

(
g(λ[t])− g(λ∗)∥∥η[t]

∥∥2

)2 ∥∥∥η[t]
∥∥∥2

(a)

≤ ‖λ[t] − λ∗‖2 − 2

(
g(λ[t])− g(λ∗)

)2

‖η[t]‖2

+

(
g(λ[t])− g(λ∗)

‖η[t]‖2

)2

‖η[t]‖2

≤ ‖λ[t] − λ∗‖2 −

(
g(λ[t])− g(λ∗)

)2

η̂2 .

Inequality (a) is due to the convexity of problem P4-dual,
i.e., g(λ[t]) − g(λ∗) ≤

(
λ[t] − λ∗

)T
η[t]. η̂ is an upper

bound on η[t]. Since lim
t→∞

λ[t+1] = lim
t→∞

λ[t], it follows that

lim
t→∞

g(λ[t]) = g(λ∗). Summing the above inequalities over t,

we have:
∞∑
t=1

(
g(λ[t])− g(λ∗)

)2

≤ η̂2
∥∥∥λ[1] − λ∗

∥∥∥2

. (48)

The rest of the proof proceeds by contradiction. Suppose
that g(λ[t]) converges slower than {1/

√
t}. Then, we have

lim
t→∞

√
t
(
g(λ[t])− g(λ∗)

)
> 0. As a result, there must be a

positive number ε and a sufficiently large t′ such that:
√
t
(
g(λ[t])− g(λ∗)

)
≥ ε,∀t > t′. (49)

Taking the square sum of (49) from t′ to ∞, we have:
∞∑
t=t′

(
g(λ[t])− g(λ∗)

)2

≥ ε2
∞∑
t=t′

1

t
=∞. (50)

This contradicts (48). Thus, we conclude that g(λ[t]) converges
faster than the sequence {1/

√
t}.

Lemma 2. An upper bound on the complexity of Algorithm 1
is 1/κ2, where κ is the threshold for the convergence of
g(λ[t]).

Proof. From Lemma 1 and for a sufficiently large t, we have
g(λ[t]) − g(λ∗) < 1/

√
t. Then, for a sufficiently small κ <

1/
√
t, g(λ[t])−g(λ∗) is guaranteed to be smaller than κ. This

means when the sequence g(λ[t]) achieves an optimality gap
that is less than κ, the number of iterations is less than 1/κ2.
Thus, given the convergence threshold κ, the total number of
variable updates is upper bounded by 1/κ2, which serves as
an upper bound on the complexity of Algorithm 1.

Remarks: An effective approach to reduce the number of
iterations in Algorithm 1 is to properly select the initial values.
In a low mobility environment, the distribution of UEs does
not change dramatically. Then, the values of Q obtained at the
end of the previous iteration can be used as the initial values
of Q in the current iteration.

To obtain a near-optimal solution and also reduce the
number of iterations, the initial values of {λj} can be set to be
close to their optimal values. Note that λj can be interpreted
as a price for associating with EN j. When λj is larger than
its optimal value, according to (41), fewer users will select EN
j. Then, the value of ηj will increase, causing λj to decrease
in the next iteration. In the same way, when λj is smaller than
its optimal value, it will increase in the next iteration. Based
on this property, we can set λj to a relatively large value when
the current traffic load of EN j is higher than the empirical
value, and vice versa when the traffic load is low.

Performance Bound: To show that a near-optimal solution
can be achieved by the proposed schemes, we derive a lower
bound that will be used for comparison in simulations. First,
we exhaustively search all feasible traffic load vectors Q. For
each Q, we relax the feasibility constraints in (34) and (35)
from P4 and solve the following linear programming (LP)
problem:

P5 : max
{x}

K∑
k=1

J∑
j=1

xk,j∆k,j (51)

s.t.: (32), (37) and (38).
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Algorithm 2: Strategy of EN j During the Matching
Process

1 while (matching is not converged) do
2 if (EN j receives more than Sj applications) then
3 Keep the top Sj UEs with largest ∆k,j in the

waiting list and reject the rest
4 else
5 Keep all UEs that applied to EN j in the waiting list
6 end
7 end

Since each element in Q has Sj possible values, the total
number of LPs to be solved is

∏J
j=1 Sj . Among the

∏J
j=1 Sj

LPs, we find the one with the largest value for the objective
function

∑K
k=1

∑J
j=1 xk,j∆k,j . Then, the largest value of∑K

k=1

∑J
j=1 xk,j∆k,j is an upper bound on the sum latency

reduction. Subtracting this value from the sum of UE local
computing time

∑K
k=1

skzk
c
(L)
k

, the outcome is a lower bound on
the sum latency of all UEs.

C. Matching-based User Association

In the dual decomposition-based user association scheme,
a considerable number of iterations is required to achieve
convergence, which incurs a significant amount of informa-
tion exchange and overhead. In this section, we propose
a matching-based user association approach to reduce the
overhead. We formulate a many-to-many matching based on
the model of college admission problem, and demonstrate that
the matching process will converge to a stable matching.

In the college admission problem, multiple students are ap-
plying to multiple colleges. Each student has a preference list
over all the colleges, which indicates the order of willingness
to attend these colleges. Each college also has a preference
list over the students and a capacity that limits the number
of admitted students [37]. During the matching process, each
college has a waiting list that indicates its temporary selection
of students.

In our problem, we regard the UEs and ENs as the students
and colleges, respectively. The ENs in the preference list of UE
k follow the descending order of ∆k,j . From the perspective
of UE k, the value of ∆k,j is determined by multiple factors,
including the channel gain θk,j , UE k’s computing capability
c
(L)
k , UE k’s available cloud computational capability c(C)

k , and
the size and computational complexity of the task requested
by UE k (sk and zk), as indicated in (28). To minimize the
latency (equivalently maximize the latency reduction), UE k
selects EN according to:

xk,j∗ = 1, j∗ = arg max
j∈πk

∆k,j . (52)

From the perspective of EN j, UEs in its preference list follow
the descending order of ∆k,j , and the maximum number of
UEs that can be admitted is Sj . To minimize the sum latency,
EN j decides to hold or reject a UE according to Algorithm 2.

Before the matching starts, UEs and ENs establish their
preference lists with the following steps. First, UE k sends an

offloading request to nearby ENs j (j ∈ πk). The request is
sent along with the task size sk and complexity zk, as well
as the computational capability of UE k’s device c(L)

k and the
computational capability that the cloud server is allocating to
UE k (which is determined by the computing service plan
purchased by UE k and is known to UE k in advance), given
by c

(C)
k . Upon receiving the offloading request and various

parameters, EN j calculates the achievable latency reduction
∆k,j using (28), based on the received parameter values as
well as its current traffic load Qj , the observed channel
gain θk,j , the backhaul data rate Mj , and its computational
capability c

(E)
j . Then, EN j creates its preference list based

on the rank of ∆k,j values of different UEs. Finally, EN j
sends the calculated ∆k,j to the UEs, which will be used by
them to create their preference lists. Along with ∆k,j , the
values of {α∗k, β∗k,j , γ∗k,j} are sent to the UEs, which are later
used to perform task partitioning after the matching process
converges.

The matching process is based on multiple rounds of
message exchange between UEs and ENs. This process starts
with each UE sending an offloading application to the ENs
according to the strategy given in (52), i.e., the UE always
applies to the EN at the top of its preference list. Upon
receiving applications of different UEs, an EN decides whether
to put the UEs in its waiting list according to Algorithm 2.
After the decisions are made, the EN sends rejection notices
to the UEs it decided to reject. The EN also updates its Qj
and broadcasts it to nearby UEs. Each UE then updates its
preference list by calculating ∆k,j with the updated Qj . A
UE would make another round of applications under one of
the following cases:
Case (a): Its application has been rejected;
Case (b): It is currently in the waiting list of EN j, but a higher
latency reduction can be achieved by switching to another EN
j′ and such switching is feasible. A switching is feasible only
when one of the following conditions is satisfied:
Condition (i): The waiting list of EN j′ is not full, i.e.,
Qj′ < Sj′ ;
Condition (ii): The waiting list of EN j′ is full, i.e., Qj′ = Sj′ ,
but there is another UE k′ currently in the waiting list of EN
j′ who is less competitive than UE k, i.e., ∆k′,j′ < ∆k,j′ .

After receiving another round of applications, each EN
makes decisions by comparing the new applicants with ones
that are already in the waiting list according to Algorithm 2.
With the decisions made by ENs, the UEs update their
preference lists and submit another round of applications if
they are under Case (a) or Case (b). Such a matching process
continues until convergence is achieved.

Compared to a standard college admission problem with
static preference lists for both students and colleges, the
preference lists of UEs and ENs in our problem change over
time. Despite such a difference, we show that the matching
process converges to a stable matching.

Definition 1. In a stable matching, there is no UE-EN pair
such that: the UE can be matched to a better EN than the
current associated EN, and the EN can be matched to a UE
who is better than one of the UEs that are currently associated
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with it.

The convergence of the matching is given in Theorem 1.

Theorem 1. The proposed matching process converges and
the outcome is a stable matching.

Proof. Suppose for contradiction, a stable matching cannot
be achieved. By definition, if the matching is not stable, there
must be at least one pair of UE k and EN j such that UE k is
currently associated with EN j and UE k can switch to another
EN j′ that is better than EN j. Then, we have ∆k,j′ > ∆k,j

and it is feasible for UE k to switch from EN j to EN j′. As
a result, either Condition (i) or Condition (ii) is satisfied. If
Condition (i) is satisfied, i.e., Qj′ < Sj′ , then UE k should
have already switched to EN j′, contradicting the fact that it
is currently associated to EN j. If Condition (ii) is satisfied,
i.e., Qj′ = Sj′ , then there must be at least one UE k′ that is
associated with EN j′ who is less competitive than UE k from
the perspective of EN j′, i.e., ∆k,j′ > ∆k′,j′ . Meanwhile, as
UE k′ is currently in the waiting list of EN j′ while UE k
is not, the only reason is that UE k has never submitted an
application to EN j′ before. However, since UE k prefers EN
j′ over EN j, it must have applied to EN j′ prior to EN j,
which leads to a contradiction. Thus, we conclude that the
matching process converges to a stable matching.

VII. SIMULATION RESULTS

We evaluate the performance of the proposed schemes via
simulations. We consider a 500 m × 500 m area with 10
randomly located ENs. UEs are uniformly distributed in the
area. We adopt the parameter values in [24], [31]. Specifically,
the channel is modeled as a combination of distance-dependent
path loss 140.7+36.7log10d in dB and Rayleigh fading, where
d is the distance in meters. The UE transmission power is
set to 20 dBm and the noise density is −174 dBm/Hz. The
uplink bandwidth is 10 MHz. The data rate for the backhaul
link is uniformly distributed in [20, 80] Mbps. Sj is set to 15
for all ENs. Unless otherwise stated, the default number of
users is 100, and the default size and complexity of the tasks
are sk = 200 KB and zk = 1000 CPU cycles/bit, respectively.
The computational capabilities of the local device, EN, and the
cloud server are 1 GHz, 50 GHz, and 100 GHz, respectively.
Each task can be partitioned into 50 subtasks, yielding a reso-
lution of 0.02 for the task partitioning ratios. When evaluating
the impact of a parameter on the latency performance, the
value of this parameter is varied while all other parameters
are set to be their default values.

We consider two schemes for the proposed approaches. The
first scheme is called DD-UA, which applies the optimal task
partitioning and the dual decomposition-based user associa-
tion. The second scheme is called matching-UA, which applies
the optimal task partitioning and the matching-based user
association. The two proposed schemes are compared with
several benchmark schemes. To demonstrate the effectiveness
of the proposed task partitioning solution, four benchmark
schemes are considered. The first two schemes are called edge-
only and cloud-only, where all subtasks are executed at the
EN and the cloud server, respectively. These two schemes are
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based on binary offloading (i.e., offloading whole tasks), which
has been considered in exiting works on adaptive offloading.
The other two schemes are called local & edge and local
& cloud, which are similar to the solutions presented in
existing works on task partitioning. The local & edge scheme
is based on the proposed task partitioning solution, but only
applies partitioning between the local device and EN; the local
& cloud scheme is based on the proposed task partitioning
solution, but only applies partitioning between the local device
and cloud server. To provide a fair comparison, the dual
decomposition-based user association is applied to these four
schemes. We show the effectiveness of the proposed user
association solution by comparing it with a heuristic user
association scheme called heuristic-UA, in which each UE is
associated with the EN that has the maximum SINR. For a
fair comparison, the optimal task partitioning is also applied
in the heuristic-UA scheme. Finally, the derived performance
lower bound is plotted.

The latency performance of different schemes is shown
in Figs. 4–7. In Figs. 4 and 5, we plot the average latency
versus the number of users for the cases of independent
and dependent subtasks, respectively. Expectedly, the average
latency increases as more users are served, because less
communication and computational resources are allocated to
each user. Benefiting from the proximity of MEC servers
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Fig. 6. Average latency vs. input data size (independent subtasks).

to end-users, the average latency of the edge-only scheme
is lower than the cloud-only scheme when the traffic load
is low. However, when the traffic load is high (i.e., more
users are served), the average latency of the edge-only scheme
becomes higher than the cloud-only scheme, as the computing
latency at the EN is significantly increased when more users
are sharing the computational resource. The proposed schemes
(DD-UA and matching-UA) and the heuristic-UA scheme
achieve lower latencies than the edge-only and cloud-only
schemes, as the tasks are properly partitioned and assigned
to local devices, ENs, and cloud servers. Comparing different
user association approaches, we can see that the proposed
schemes outperform the heuristic-UA scheme, since the set
of UEs served by each EN are optimized and a good load
balancing among ENs is achieved. It is also observed that
the performance gaps between the proposed schemes and
the lower bound are relatively small, showing that a near-
optimal solution for user association can be achieved by the
proposed schemes. Comparing Fig. 4 with Fig. 5, it can be
seen that the latency reduction achieved by task partitioning
is more significant for the case of independent subtasks than
the case of dependent subtasks. This is because, for the case
of independent subtasks, the communication and computing
processes can be concurrently performed at the local device,
the EN, and the cloud server; while for the case of dependent
subtasks, only part of these processes can be performed in
parallel, which limits the benefit of task partitioning.

The impact of the input data size of tasks on average latency
is presented in Figs. 6 and 7, where similar trends among
different schemes are observed. As expected, the latencies of
all schemes increase linearly with the input data size. When
the data size is small, the latency reduction achieved by the
proposed schemes is small, since the local device is able
to execute the tasks in a timely manner. As the input data
size increases, a higher reduction in latency can be achieved.
We plot the average latency versus the task computational
complexity in Fig. 8. As expected, the complexity has the
same impact on the latency as the input data size.

The optimal task partitioning ratios under different system
settings are shown in Figs. 9–12. In Fig. 9 and 10, we plot
the average optimal partitioning ratios over all users versus
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Fig. 7. Average latency vs. input data size (sequentially dependent subtasks).
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Fig. 9. Optimal partitioning ratios vs. number of users (independent subtasks).

the number of users. As the number of users increases, the
ratios assigned to the local device and cloud server increase,
while the ratio assigned to the edge server decreases. This is
because when the traffic load increases, both the offloading
and computing times at the EN become higher. In contrast,
the computing times at local devices and cloud servers are not
impacted by the traffic load. To minimize the total latency,
the workload assigned to the edge server should be reduced.
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Fig. 10. Optimal partitioning ratio vs. number of users (sequentially dependent
subtasks).
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Fig. 11. Optimal partitioning ratio vs. input data size (independent subtasks).

We investigate the impact of input data size on the optimal
partitioning ratios for the cases of independent and dependent
subtasks in Figs. 11 and 12, respectively. For both cases, when
the input data size increases, smaller ratios are assigned to the
local device and edge server while a larger ratio is assigned
to the cloud server. This is because the total computational
workload (measured in CPU cycles) becomes larger as the
input data size increases, hence assigning more subtasks to
the cloud server can fully exploit its powerful computational
capability to reduce the execution time. Comparing Figs. 11
and 12, it can be seen that the overall partitioning patterns
of the two cases are similar, since the dominant parameters
that impact the optimal partitioning (e.g., channel condition,
computational capabilities of different computing units, user
distribution, etc.) are the same. However, there is still a
noticeable difference between the two figures. Specifically,
the ratios of EN and local device in the case of independent
subtasks are more than 10% higher than those in the case of
dependent subtasks when the data size is small. This is because
the computations at a local device and cloud server can be
performed concurrently with other processes in the case of
independent subtasks. Thus, assigning more subtasks to local
devices and edge servers reduces the latency.

Finally, we show in Fig. 13 the effectiveness of the pro-
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Fig. 12. Optimal partitioning ratio vs. input data size (sequentially dependent
subtasks).
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Fig. 13. Traffic load distribution among ENs. (a) under heuristic user
association, (b) under the proposed dual decomposition-based user association,
(c) under the proposed matching-based user association.

posed user association schemes in terms of load balancing. It
can be seen that the matching-based scheme achieves better
load balancing than the heuristic user association scheme
(i.e., where UEs are associated with the EN that provides
the maximum SINR). This is because, during the matching
process, an overloaded (underloaded) EN would provide a
relatively high (low) latency to UEs, making the EN rank
lower (higher) in the preference lists of UEs. This discourages
(attracts) UEs to select this EN in the next round of matching,
resulting in balanced load distribution among ENs. The dual
decomposition-based scheme achieves the most balanced load
among ENs, as the values of {Qj} are optimized via iterative
interactions between ENs and UEs. As a result, the traffic loads
are properly assigned to various ENs in a way that reduces
congestion and improves resource utilization.

VIII. CONCLUSIONS

In this paper, we considered joint optimization of task par-
titioning and user association to minimize the average latency
of users in an MEC system. We formulated a mixed integer
programming problem for the cases of both independent and
dependent subtasks. For each case, the original problem was
decomposed into two subproblems: a lower-level subproblem
for task partitioning under a given user association, and a
higher-level subproblem for user association. We first derived
the optimal task partitioning solutions for both cases of subtask
dependency. Then, we proposed a dual decomposition-based
user association scheme that achieves a near-optimal solution.
We also proposed a matching-based user association scheme
with proven convergence. Simulation results show that the
proposed schemes outperform several benchmark schemes.
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Specifically, the average latency is reduced by about 50% and
40% for the cases of independent and dependent subtasks,
respectively. For future work, we will explore optimal task
partitioning under general subtask dependency (which can be
indicated by a subtask call graph). In addition, new methods
for reducing the number of iterations in the proposed user
association algorithms will be developed.
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