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Abstract—Mobile edge computing (MEC) is a promising technology to support computationally intensive mobile applications with stringent delay requirements. As MEC applications become much more diverse and complex, it becomes more challenging for an edge node (EN) with limited storage to keep the program codes of all tasks. In this paper, we investigate the problem of program placement and user association in storage-limited MEC systems. Formulating the problem as a sequential decision-making problem, we first derive the solution for a single EN by transforming the formulation into a multi-armed bandit (MAB) problem and solving it via a Thompson sampling (TS) algorithm. We then propose a solution framework for the multi-EN scenario, where we decompose the original problem into three subproblems and solve them with low-complexity approaches.

The first subproblem is to learn the task popularity, which we also formulate as a MAB problem and solve it via a TS algorithm. The second subproblem is optimizing program placement under a given user association and we propose a greedy algorithm to solve it. The last subproblem relates to user association, which is solved by a dual decomposition-based approach. Simulation results show that the average latency achieved by our proposed schemes is 30% to 100% lower than two benchmark schemes and is on average less than 10% higher than a lower bound.

Index Terms—Mobile edge computing; low-latency applications; storage-limited systems; program placement optimization; multi-armed bandit; Thompson sampling.

I. INTRODUCTION

Mobile Internet of Things (IoT) applications (e.g., connected and autonomous vehicles, augmented/virtual reality, etc.) often require executing delay-sensitive yet computationally intensive tasks [1], [2]. With limited computational capability, it is quite challenging for mobile devices to execute these tasks in a timely manner. Mobile edge computing (MEC) provides an effective solution to this challenge. By deploying MEC servers within the radio access network, e.g., close to base stations (BSs) or access points (APs), the computational tasks generated by users can be offloaded to and executed by nearby edge nodes (ENs) [3]. Due to their proximity to end users, ENs can deliver low-latency services.

To execute a task at an EN, the input data (e.g., video clips taken by the mobile device) and the program that executes the task (e.g., object recognition software) are required. Many research papers assume that the programs of all tasks are stored at each EN. This way, users can always offload any task to a nearby EN. It is also often assumed that the programs are always loaded in the random-access memory (RAM) of each EN, so that a task can be immediately executed once the input data has been uploaded by the user, without having to wait for program loading. However, these assumptions are not practical for future MEC systems. Specifically, mobile IoT applications will become more diverse, and their complexity is expected to increase (e.g., going from Level 1 autonomous driving to Level 5 autonomous driving), with a corresponding increase in the sizes of programs associated with these applications. On the other hand, with the projected massive deployment of ENs, cheap hardware with relatively small storage will likely be used to avoid high capital expenditure (CAPEX). Thus, it is quite unlikely that any EN will need to store all programs generated by different users. When the program of a requested task is not stored in a given EN, the task has to be executed at the user’s own device or handed over to another EN that has the program. Both options increase the overall latency. To this end, storage utilization at an EN needs to be optimized in a way that minimizes the average latency.

Task requests received by different ENs vary in time and space, depending on the specific application. This means that ENs must learn to optimize their own program placement strategy, which includes program storage and preloading. Intuitively, frequently requested programs should have a higher priority to be stored and preloaded. However, other factors need to be taken into account, such as program file size, computational complexity, and loading time of each program.

In an MEC system with multiple users and ENs, user association is a design problem that is coupled with program placement. On the one hand, users in overlapping coverage areas of neighboring ENs have multiple choices of which ENs to offload their tasks. As the ENs vary in program availability, communication link quality, and computational capability, the overall latency of a user is dictated by its EN selection. On the other hand, user association determines the traffic load at each EN and the associated communication and computational latencies. Thus, program placement strategies of neighboring ENs are coupled via user association.

In this paper, we investigate the optimization of program placement and user association in storage-constrained MEC systems, aiming to minimize the average latency of all users over a finite time interval. We develop efficient solutions based on a multi-armed bandit approach.
on an online learning framework called multi-armed bandit (MAB). The main contributions of this paper are as follows:

- We formulate the problem of program placement (including program storage and preloading) and user association as a sequential decision-making problem with coupled variables.

- We derive an optimal solution for the single-EN scenario by transforming the formulated problem into an MAB problem, in which a subset of program placement strategies are regarded as the arms to be played. The MAB problem is solved using a Thompson sampling (TS) algorithm.

- We develop a solution framework for the multi-EN scenario by decomposing the original problem into three subproblems that are solved with low-complexity schemes at each time slot. The first subproblem targets learning task popularity (i.e., the probability that each task will be requested by a user). This subproblem is formulated as an MAB problem, and solved by a TS algorithm that only requires ENs to perform a simple parameter update at each round of learning. The second subproblem is optimizing program placement under a given user association. We show that this subproblem is a Knapsack problem, and accordingly, we solve it via a greedy algorithm. The last subproblem is user association, for which we propose a dual decomposition-based approach to derive a near-optimal solution. The proposed user association solution is implemented in a distributed pattern and only requires limited information exchange between users and ENs. Moreover, we show that the number of iterations is only a function of the convergence threshold, which enables low-complexity implementation.

- We evaluate the performance of the proposed schemes using simulations based on a cellular network setup, in which the latency performance under different task profiles (popularity, complexity, and program file size of tasks) and network scenarios (varying numbers of ENs and users) are compared. The results show that the proposed schemes can reduce the average latency by 30%–100% compared to two benchmark schemes. To demonstrate that near-optimal performance can be achieved, we derive a lower bound on the latency. The results show that, on average, the latency achieved by our solution is less than 10% higher than the lower bound.

In the remainder of this paper, we overview related work in Section II. We introduce the system model and problem formulation in Sections III and IV, respectively. The solution algorithms for the single-EN and multi-EN scenarios are presented in Sections V and VI, respectively. We present our simulation results in Section VII and conclude the paper in Section VIII.

III. SYSTEM MODEL

A. Problem Setup

We consider an MEC system with $J$ ENs, indexed by $j \in \{1, \ldots, J\}$ $\equiv \mathcal{J}$. These ENs provide task offloading services to $K$ mobile user equipments (UEs), indexed by $k \in \{1, \ldots, K\}$ $\equiv \mathcal{K}$. Each EN has a storage space (e.g., disk) with capacity $E_R$ (in bytes) that stores the program codes of different tasks. Each EN also has a RAM of capacity $E_R$ (in bytes) that loads the programs from disk, allowing the CPU to read and execute these programs.

We consider a finite time interval that is divided into $T$ slots $t = 1, \ldots, T$. For analytical tractability, we assume that the pattern of task request received by each EN remains
the same during each time interval of $T$ slots. In each time slot $t$, each UE randomly requests any one of the $N$ possible computational tasks. Each task is executed by a unique program. The tasks and their associated programs are indexed by $i \in \{1, \ldots, N\} \triangleq N$. We assume that the task generation processes of various UEs are mutually independent and follow the same probability distribution. This assumption is justified by the fact that different UEs act independently of each other. Let $\theta_i$ be the probability that task $i$ is generated by any arbitrary UE; $\sum_{i=1}^N \theta_i = 1$. The task popularity file over $N$ tasks is denoted by $\theta = [\theta_1, \ldots, \theta_N]$. Before the learning process starts, $\theta$ is unknown to ENs.

At each time slot $t$, the programs that are stored on the disk of EN $j$ and loaded to the RAM are specified by two sets of binary variables $a_{i,j}^t$ and $b_{i,j}^t$, defined by:

$$a_{i,j}^t = \begin{cases} 1, & \text{if program } i \text{ is stored on disk of EN } j \\ 0, & \text{otherwise} \end{cases} \quad i = 1, \ldots, N, \ j \in J, \ t = 1, \ldots, T. \quad (1)$$

$$b_{i,j}^t = \begin{cases} 1, & \text{if program } i \text{ is preloaded to the RAM of EN } j \\ 0, & \text{otherwise} \end{cases} \quad i = 1, \ldots, N, \ j \in J, \ t = 1, \ldots, T. \quad (2)$$

Let $s_i$ be the size of program $i$ (in bytes) and $q_i$ be the storage space occupied by this program (in bytes) when loaded to RAM, $q_i > s_i$. Then, for all $i \in N$, $a_{i,j}^t$ and $b_{i,j}^t$ should satisfy:

$$\begin{align*}
\sum_{i=1}^N a_{i,j}^t s_i &\leq E_H, \forall j \in J, t = 1, \ldots, T \\
\sum_{i=1}^N b_{i,j}^t q_i &\leq E_R, \forall j \in J, t = 1, \ldots, T.
\end{align*} \quad (3)$$

To update the program storage, each EN downloads the programs to be added from the core network via backhaul and deletes the programs to be removed. Each EN must also decide the set of UEs associated with it. This is indicated by the following binary variables:

$$x_{k,j}^t = \begin{cases} 1, & \text{if UE } k \text{ is associated with EN } j \\ 0, & \text{otherwise} \end{cases} \quad k \in K, \ j \in J, \ t = 1, \ldots, T. \quad (4)$$

When UE $k$ is associated with EN $j$ (i.e., $x_{k,j}^t = 1$) and it generates task $i$ at time $t$, the task will be executed by EN $j$ only if the program codes of task $i$ are stored at EN $j$. Otherwise, the task can only be executed by UE $k$. Fig. 1 illustrates an example of task offloading with different task availability scenarios.

The sequence of program placement and user association strategies of the $J$ ENs for $t = 1, \ldots, T$ is called a policy, which is denoted by $\pi = \{\pi_1, \ldots, \pi_J\}$.

To capture the time-varying task request pattern, the MEC system will update its configuration by performing the proposed optimizations in the next time interval of $T$ time slots.

Fig. 1. Example of task offloading in a multi-EN system with limited storage. A UE can offload a computational task to its associated EN only when the task program is stored at the EN.

B. Communication Model

We consider a generic cellular network (e.g., LTE or 5G) in which UEs are served by BSs as acting as ENs. UEs served by the same EN are assumed to have the same priority, hence the communication resource is equally allocated to them [18]. At time $t$, the data rate of UE $k$ when associated with EN $j$ is given by:

$$R_{k,j}^t = \frac{W \log (1 + \gamma_{k,j}^t)}{\sum_{k'=1}^K x_{k,j}^t} \quad (5)$$

where $W$ is the available bandwidth for each EN, and $\gamma_{k,j}^t$ is the uplink signal-to-interference-plus-noise ratio (SINR) for the transmission from UE $k$ to EN $j$, which can be measured by EN $j$. The successful of reception UE data requires that $\gamma_{k,j}^t \geq \gamma_{th}$, where $\gamma_{th}$ is the SINR threshold. For simplicity, we do not consider multi-rate communications in this paper. Let $\Omega_k^t$ denote the set of candidate ENs that can be used by UE $k$ for task offloading at time $t$, $\Omega_k^t = \{j \in J | \gamma_{k,j}^t \geq \gamma_{th}\}$. Then, $x_{k,j}^t$ must satisfy:

$$x_{k,j}^t = 0, \forall j \notin \Omega_k^t. \quad (6)$$

C. Computational Models

The computational resource required for executing a task is determined by the size of input data (in bits) and the task’s computational complexity, represented in the number of CPU cycles needed to execute one bit of the task. Let $s_{k,i}$ be the input data size for task $i$ of UE $k$ and let $z_i$ be the computational complexity of task $i$. Then, the number of CPU cycles required to complete task $i$ is $\hat{s}_{k,i} z_i$.

1) UE Computing Time: Let $c_{k}^{(L)}$ be the computational capability of UE $k$, measured in CPU cycles per second. Then, the execution time for task $i$ at UE $k$ is $\frac{s_{k,i} z_i}{c_{k}^{(L)}}$. Because UE $k$ may generate any one of the $N$ tasks, the expected task execution time (in seconds) at UE $k$ is given by:

$$D_k^{(L)} = \sum_{i=1}^N \theta_i \frac{s_{k,i} z_i}{c_{k}^{(L)}} \quad (7)$$

2) MEC Server Computing: Let $c_{j}^{(E)}$ be the computational capability of EN $j$. We assume that $c_{j}^{(E)}$ is equally split between all UEs associated with EN $j$ during each time slot $t$. 

[18]
Then, the computational capability allocated to UE \( k \) by EN \( j \) at time \( t \) is \( c_{k,j}^{(E)}[t] = \frac{c_{k,j}^{(E)}}{\sum_{k=1}^{K} x_{k,j}^{(E)}[t]} \). Similar to (7), the expected computing time for executing the task of UE \( k \) at EN \( j \) is given by:

\[
D_{k,j}^{(E)}[t] = \sum_{i=1}^{N} \theta_{i} \tilde{s}_{k,i} \frac{z_{i}^{(E)}[t]}{c_{k,j}^{(E)}} = \sum_{i=1}^{N} \theta_{i} \frac{s_{k,i} z_{i}^{(E)}[t]}{c_{k,j}^{(E)}} \sum_{k=1}^{K} x_{k,j}^{(E)}[t].
\]  

(8)

**D. Latency Analysis**

Suppose UE \( k \) is associated with EN \( j \) at time \( t \). Considering that UE \( k \) generates task \( i \) with probability \( \theta_{i} \) and the generated task may be executed by EN \( j \) or by UE \( k \) depending on the program availability at EN \( j \), the expected latency of UE \( k \) at time \( t \) is given by:

\[
D_{k,j}[t] = \sum_{i=1}^{N} \theta_{i} \left[ \left( \tilde{s}_{k,i} \frac{z_{i}^{(E)}[t]}{c_{k,j}^{(E)}} + \frac{\tilde{s}_{k,i}}{R_{k,j}} \right) a_{i,j}[t] + \left( 1 - a_{i,j}[t] \right) \frac{s_{k,i} z_{i}^{(E)}[t]}{c_{k,j}^{(E)}} \right] l_{i,j} + \left( 1 - b_{i,j}^{(l)} \right) l_{i,j},
\]  

(9)

where \( l_{i,j} \) is the loading time of program \( i \) at EN \( j \). For simplicity, the latency for downloading the result of an executed task is ignored due to its small size [6], [7]. In case the downloading time is non-negligible, it can be calculated in the same way as the uploading time, and the expression of \( D_{k,j}[t] \) can be modified accordingly.

The latency expression in (9) can only be applied to the case when UE \( k \) is associated with one of the \( J \) ENs. If UE \( k \) is not associated with any EN, i.e., \( \sum_{j=1}^{J} x_{k,j} = 0 \), the UE has to execute the task by itself, with expected latency of \( D_{k}^{(L)} \). Combining the two cases, the latency of UE \( k \) is given by:

\[
D_{k}[t] = \sum_{j=1}^{J} x_{k,j}^{[l]} D_{k,j}^{(L)} + \sum_{j=1}^{J} x_{k,j}^{[L]} D_{k,j}^{(L)}.
\]  

(10)

**IV. PROBLEM FORMULATION**

In this paper, we aim to find the optimal policy \( \pi \) (i.e., the sequence of program placement and user association strategies) that minimizes the accumulated average latency of all UEs over time slots \( t = 1, \ldots, T \). With \( D_{k}[t] \) given in (10), the sum latency of all UEs at time \( t \) is given by:

\[
\sum_{k=1}^{K} D_{k}[t] = \sum_{k=1}^{K} D_{k}^{(L)} + \sum_{k=1}^{K} \sum_{j=1}^{J} x_{k,j}^{[L]} \left( D_{k,j}^{(L)} - D_{k}^{(L)} \right).
\]  

(11)

Let \( \Delta_{k,j}^{[t]} = D_{k,j}^{(L)} - D_{k,j}^{(L)} \). \( \Delta_{k,j}^{[t]} \) can be interpreted as the latency reduction of UE \( k \) when associated with EN \( j \). It can be seen from (11) that minimizing \( \sum_{k=1}^{K} D_{k}^{(L)} \) is equivalent to maximizing \( \sum_{k=1}^{K} \sum_{j=1}^{J} x_{k,j}^{[L]} \Delta_{k,j}^{[t]} \). Thus, we define the system reward at time \( t \) as follows:

\[
\mathcal{R}[t] = \sum_{k=1}^{K} \sum_{j=1}^{J} x_{k,j} \Delta_{k,j}^{[t]},
\]  

(12)

Then, the problem of finding the optimal policy that maximizes the accumulated reward is formulated as:

\[
P1 \text{ : } \max_{\pi} \mathcal{R}[t]
\]

s.t.

\[
\sum_{i=1}^{N} a_{i,j}[t] s_{i,j} \leq E_{H}, \quad j \in \mathcal{J}, \quad t = 1, \ldots, T,
\]

(14)

\[
\sum_{i=1}^{N} b_{i,j}[t] q_{i,j} \leq E_{R}, \quad j \in \mathcal{J}, \quad t = 1, \ldots, T,
\]

(15)

\[
b_{i,j}[t] \leq a_{i,j}[t], \quad i \in \mathcal{N}, \quad j \in \mathcal{J}, \quad t = 1, \ldots, T,
\]

(16)

\[
\sum_{j=1}^{J} x_{k,j}^{[L]} = 1, \quad k \in \mathcal{K}, \quad t = 1, \ldots, T,
\]

(17)

\[
\sum_{k=1}^{K} x_{k,j}^{[L]} \leq U_{j}, \quad j \in \mathcal{J}, \quad t = 1, \ldots, T,
\]

(18)

\[
a_{i,j}^{[L]}, b_{i,j}^{[L]} \in \{0,1\}, \quad i \in \mathcal{N}, \quad j \in \mathcal{J}, \quad t = 1, \ldots, T,
\]

(19)

\[
x_{k,j}^{[L]} \in \{0,1\}, \quad k \in \mathcal{K}, \quad j \in \mathcal{J}, \quad t = 1, \ldots, T.
\]

(20)

In P1, Constraints (14) and (15) reflect the storage capacities of disk and RAM, respectively. Constraint (16) is due to the fact that a program must be stored on the disk in order to be loaded to the RAM. Constraint (17) indicates that each UE can be associated with at most one EN. Finally, Constraint (18) specifies an upper bound on the number of UEs that can be served by EN \( j \).

**V. SOLUTION FOR THE SINGLE-EN SCENARIO**

We first consider the scenario in which ENs are not densely deployed, hence the coverage areas of neighbor ENs do not overlap. In this case, the user association strategies of different ENs are mutually independent. As a result, the program placement strategy can be optimized from the perspective of a single EN. Without loss of generality, we consider the program placement optimization at EN \( j \):

\[
P2 \text{ : } \max_{\pi_{j}} \mathcal{R}_{\pi_{j}}[t]
\]

s.t.

\[
\sum_{i=1}^{N} a_{i,j}^{[L]} s_{i,j} \leq E_{H_{j}}, \quad j \in \mathcal{J}, \quad t = 1, \ldots, T,
\]

(21)

\[
\sum_{i=1}^{N} b_{i,j}^{[L]} q_{i,j} \leq E_{R_{j}}, \quad j \in \mathcal{J}, \quad t = 1, \ldots, T,
\]

\[
b_{i,j}^{[L]} \leq a_{i,j}^{[L]}, \quad i \in \mathcal{N}_{j}, \quad j \in \mathcal{J}, \quad t = 1, \ldots, T,
\]

\[
\sum_{j=1}^{J} x_{k,j}^{[L]} = 1, \quad k \in \mathcal{K}, \quad j \in \mathcal{J}, \quad t = 1, \ldots, T,
\]

\[
\sum_{k=1}^{K} x_{k,j}^{[L]} \leq U_{j}, \quad j \in \mathcal{J}, \quad t = 1, \ldots, T,
\]

\[
a_{i,j}^{[L]}, b_{i,j}^{[L]} \in \{0,1\}, \quad i \in \mathcal{N}_{j}, \quad j \in \mathcal{J}, \quad t = 1, \ldots, T,
\]

\[
x_{k,j}^{[L]} \in \{0,1\}, \quad k \in \mathcal{K}, \quad j \in \mathcal{J}, \quad t = 1, \ldots, T.
\]

Problem P2 is a time-series decision-making problem with two sets of coupled decision variables. To solve it, we first transform the Problem P2 into an MAB problem. Then, we apply the Thompson sampling (TS) algorithm to obtain a policy that converges to the optimal program placement strategy.

The program placement strategy at time \( t \) can be expressed by a \( 2N \times 1 \) vector \( [a_{1,j}^{[L]}, \ldots, a_{N,j}^{[L]}, b_{1,j}^{[L]}, \ldots, b_{N,j}^{[L]}] \). As the elements of this vector are binary variables, the total number of possible values (strategies) is \( 2^{2N} \). We denote the various possible strategies by \( z_{m}, \quad m = 1, \ldots, 2^{2N} \). If we model all \( 2^{2N} \) program placement strategies as arms in a MAB problem, the complexity of the problem would be prohibitively high when \( N \) is large. To this end, we reduce the dimensionality of the problem by treating the feasible program placement strategies that are possibly optimal as arms. These feasible strategies are obtained with the following steps:

(a) Among all vectors \( z_{m}, \quad m = 1, \ldots, 2^{2N} \), we select the ones that satisfy all the constraints (14)-(16).

(b) Among all the vectors selected by step (a), we keep the ones that satisfy the following conditions: if the value of
any $a_{ij}^t$ or $b_{ij}^t$ is changed from 0 to 1, one of the storage constraints in (14) and (15) would be violated. The other vectors are removed since they cannot be the optimal solution.\footnote{When one more program is added to a strategy and both storage constraints are still satisfied, the resulting new strategy must be a feasible strategy that outperforms the original strategy. Thus, it is certain that the original strategy is not optimal.}

(c) Let $M$ be the number of the remaining program placement strategies after steps (a) and (b). We denote the set of these strategies as $\mathcal{F} = \{z_1, \ldots, z_M\}$. Then, the $M$ strategies in $\mathcal{F}$ are the arms to be played and learned. The objective of the MAB problem is to find the arm with the largest mean reward.

After the set of arms have been determined, we apply the TS algorithm in [21] to solve the MAB problem. In the formulated MAB problem, the reward for playing each arm $m$ is a random variable that takes values in $[0, 1]$, and can be generated from any arbitrary distribution with mean $\rho_m$. Here, $\rho_m$ is defined as the normalized expected latency reduction that results from applying the $m$th program placement strategy, given by:

$$\rho_m = \frac{\Delta_j(a_j(m), b_j(m))}{\Delta_j'}$$

(22)

where $\Delta_j(a_j(m), b_j(m))$ is the expected latency reduction for UEs associated with EN $j$ under the $m$th program placement strategy, denoted by $a_j(m) = [a_{1j}(m), \ldots, a_{N,j}(m)]$ and $b_j(m) = [b_{1j}(m), \ldots, b_{N,j}(m)]$; $\Delta_j'$ is the reference latency reduction, which is calculated by setting all elements in $a_j(m)$ and $b_j(m)$ to 1. Note that $\Delta_j(a_j(m), b_j(m))$ and $\Delta_j'$ are calculated based on the long-term average value of the per-bit offloading time, i.e., the expected value of $\frac{1}{\pi_{k,j}}$ for UEs served by EN $j$.

Since the mean rewards of playing different arms ($\rho_m$, $m = 1, \ldots, M$) are not known a priori, EN $j$ has a “belief” for the distribution of each $\rho_m$, which is updated when arm $m$ is played. In the TS algorithm [21], the prior distribution of $\rho_m$ (“belief”) is updated based on the outcome of a Bernoulli trial. Thus, the beta distribution is a conjugate prior of the distribution of $\rho_m$, as the posterior distribution is still a beta distribution after each update. Let $\eta^{[t]}_m$ be the prior distribution for $\rho_m$ at time $t$, it follows beta distribution with parameters $\alpha_m$ and $\beta_m$, i.e., $\eta^{[t]}_m \sim \text{Beta}(\alpha_m, \beta_m)$, $m = 1, \ldots, M$, $t = 1, \ldots, T$. For a beta distribution $\text{Beta}(\alpha, \beta)$ that is conjugated with a Bernoulli trial, $\alpha$ and $\beta$ are the numbers of observed successes and fails of the Bernoulli trial, respectively. The mean of $\text{Beta}(\alpha, \beta)$ is $\alpha / (\alpha + \beta)$, and the higher $\alpha$ and $\beta$, the tighter the distribution is concentrated around its mean. In our problem, the initial prior distributions of $\eta^{[1]}_m$ are set to be $\eta^{[1]}_m \sim \text{Beta}(1, 1)$, $m = 1, \ldots, M$, which correspond to a uniform distribution.

At each time step $t$, the EN samples $\eta^{[t]}_m$ from $\text{Beta}(\alpha^{[t]}_m, \beta^{[t]}_m)$ and records the sampled values $\eta^{[t]}_m$; $m = 1, \ldots, M$. Then, the EN plays the arm $m^* = \arg\max_m \eta^{[t]}_m$ and observes the reward $r^{[t]}$. The observed reward is the normalized latency reduction achieved by all UEs associated with EN $j$, given by:

$$r^{[t]} = \frac{\Delta_j(a_j(m^*), b_j(m^*))^{[t]}}{\Delta_j'}$$

(23)

Based on $r^{[t]}$, EN $j$ performs a Bernoulli trial with success probability $r^{[t]}$ and observes the outcome $\tilde{r}^{[t]}$. Then, it updates the parameters of the distribution of $\eta^{[t]}_m$ by:

$$(\alpha^{[t+1]}_m, \beta^{[t+1]}_m) = \begin{cases} (\alpha^{[t]}_m + 1, \beta^{[t]}_m), & \text{if } \tilde{r}^{[t]} = 1 \\ (\alpha^{[t]}_m, \beta^{[t]}_m + 1), & \text{otherwise}. \end{cases}$$

(24)

The distributions of other arms ($m \neq m^*$) remain the same. The sampling and update processes are repeated from time $t = 1$ to $t = T$. Given a sufficiently large $T$, the optimal program placement strategy can be obtained. The TS algorithm for the single-EN scenario is summarized in Algorithm 1.

### Algorithm 1: TS Algorithm for Optimal Program Placement Strategy in Single-EN Scenario

1. Initialize: $\eta^{[1]}_m \sim \text{Beta}(1, 1)$, $m = 1, \ldots, M$
2. for $t = 1 : T$
   3. for $m = 1 : M$
      4. Sample $\eta^{[t]}_m$ from $\text{Beta}(\alpha^{[t]}_m, \beta^{[t]}_m)$
      6. Play arm $m^* = \arg\max_m \eta^{[t]}_m$ and observe reward $r^{[t]}$
      7. Perform a Bernoulli trial with success probability $r^{[t]}$ and record output $\tilde{r}^{[t]}$
      8. if $\tilde{r}^{[t]} = 1$
         9. $\alpha^{[t+1]}_m = \alpha^{[t]}_m + 1$ and $\beta^{[t+1]}_m = \beta^{[t]}_m$
      else
         11. $\alpha^{[t+1]}_m = \alpha^{[t]}_m$ and $\beta^{[t+1]}_m = \beta^{[t]}_m + 1$
   end
13 end

### VI. Solution for the Multi-EN Scenario

With the trend of network densification in cellular networks, the ENs are expected to be densely deployed with overlapping coverage areas. As a result, a UE may have multiple choices of ENs for task offloading, and it can optimize its EN selection depending on the program availability, communication link, and computational capability of nearby ENs. On the other hand, user association determines the load distribution among ENs and the latency performance of users associated with each EN. Thus, joint optimization of program placement and user association is necessary to achieve the full potential of latency reduction.

#### A. Solution Overview

As the decision variables for program placement strategy are binary integers, the number of feasible strategies of all ENs grows exponentially with the number of ENs. As a result, the TS-based solution algorithm in Section V cannot be applied in the multi-EN scenario due to the prohibitively large number of arms to be played. To derive an effective solution, we decompose the original problem into three subproblems...
to be solved at each time $t$ and iteratively solve them to obtain a near-optimal solution. Specifically, we first apply a TS algorithm to learn the task popularity profile at time $t$, denoted by $\theta^i_t$. With $\theta^i_t$, the optimization of program placement and user association is formulated as follows:

$$
P_3 : \max_{\{a^i[], b^i[], x^i[]\}} \sum_{k=1}^{K} \sum_{j=1}^{J} x^i_k \Delta^i_{k,j}$$

s.t. \[\sum_{i=1}^{N} a^i_{i,j} s_i \leq E_H, \quad j \in J,\]
\[\sum_{i=1}^{N} b^i_{i,j} q_i \leq E_R, \quad j \in J,\]
\[b^i_{i,j} \leq a^i_{i,j}, \quad i \in N, \quad j \in J,\]
\[\sum_{j=1}^{J} x^i_k \leq 1, \quad k \in K,\]
\[\sum_{k=1}^{K} x^i_k \leq U_j, \quad j \in J,\]
\[x^i_k = 0, \quad k \in K, \quad \forall j \notin \pi_k,\]
\[x^i_k \in \{0, 1\}, \quad k \in K, \quad j \in J,\]
\[a^i_{i,j}, b^i_{i,j} \in \{0, 1\}, \quad i \in N, \quad j \in J.\]

where $a^i[]$, $b^i[]$, and $x^i[]$ are the matrices $[a^i_{i,j}]_{i \in N, j \in J}$, $[b^i_{i,j}]_{i \in N, j \in J}$, and $[x^i_k]_{k \in K, j \in J}$. We decompose $P_3$ into two levels of subproblems. The lower-level subproblem is program placement under a given user association, and we propose a greedy algorithm to solve it. The higher-level subproblem is user association given that the program placement strategy is applied, we propose a dual decomposition-based approach to solve it.

B. Task Popularity Profile Acquisition

To obtain $\theta^i_t$, we consider a Bernoulli bandit problem by regarding the $N$ programs as the arms to be played, and the mean reward for playing arm $i$ is $\theta^i_i$. The values of $\theta^i_i$ are learned via the same TS algorithm presented in Section V. Let $\phi^i_t$ be the prior distribution of $\theta^i_i$ at time $t$, it follows beta distribution with parameters $\alpha^i_t$ and $\beta^i_t$, i.e., $\phi^i_t \sim \text{Beta}(\alpha^i_t, \beta^i_t)$. The initial distribution of $\phi^i_0$ is set to be $\phi^i_0 \sim \text{Beta}(1, 1)$. We assume all ENs send their task request records to an agent. At time $t$, the agent samples $\phi^i_t$ from $\text{Beta}(\alpha^i_t, \beta^i_t)$ and records the sampled values $\tilde{\phi}^i_t$, $i \in N$. Then, it plays the arm $i^* = \max \tilde{\phi}^i_t$ and observes the reward. The reward is the proportion of UEs that have requested task $i^*$ at time $t$, given by:

$$r^i[] = \frac{\Theta^i_t}{\sum_{i=1}^{N} \Theta^i_t}$$

where $\Theta^i_t$ is the number of requests for task $i$ at time $t$. Then, the agent performs a Bernoulli trial with probability $r^i[]$ and observes the outcome $\tilde{r}^i[]$. Finally, the distribution of $\phi^i_t$ is updated by:

$$(\alpha^i[+1], \beta^i[+1]) = \begin{cases} 
(\alpha^i_t + 1, \beta^i_t), & \text{if } i = i^* \& \tilde{r}^i[] = 1 \\
(\alpha^i_t, \beta^i_t + 1), & \text{if } i \neq i^* \& \tilde{r}^i[] = 1 \\
(\alpha^i_t, \beta^i_t), & \text{if } i \neq i^* \& \tilde{r}^i[] = 0 
\end{cases}$$

C. Program Placement with Given User Association

With given $\phi^i_t$, the program placement optimization at time $t$ is a Knapsack problem, which is generally NP-hard. Since such a problem needs to be solved at each time step, only a low-complexity solution can be implemented. To this end, we propose a heuristic program placement strategy that greedily allocates storage space to the programs with the highest request popularity per occupied space. Specifically, we first sort the programs by the descending order of $\phi^i_t/(s_i + q_i)$ and put them into the RAM according to such order until the storage space of RAM is full, i.e., $\sum_{i=1}^{N} b^i_{i,j} q_i > E_R$. Then, we sort the remaining programs by the descending order of $\phi^i_t/s_i$ and put them into the disk according to such order until the storage space of disk is full, i.e., $\sum_{i=1}^{N} a^i_{i,j} s_i > E_H$.

D. Dual Decomposition-Based User Association

Let $\Delta_{k,j}(x^i[])$ be the value of $\Delta^i_{k,j}$ if the greedy program placement strategy in Section VI-C is applied under user association $x^i[]$. The user association problem is formulated as:

$$P_4 : \max_{\{x^i[]\}} \sum_{k=1}^{K} \sum_{j=1}^{J} x^i_k \Delta_{k,j}(x^i[])$$

s.t. \[\sum_{i=1}^{N} a^i_{i,j} s_i \leq E_H, \quad j \in J,\]
\[\sum_{i=1}^{N} b^i_{i,j} q_i \leq E_R, \quad j \in J,\]
\[b^i_{i,j} \leq a^i_{i,j}, \quad i \in N, \quad j \in J,\]
\[\sum_{j=1}^{J} x^i_k \leq 1, \quad k \in K,\]
\[\sum_{k=1}^{K} x^i_k \leq U_j, \quad j \in J,\]
\[x^i_k = 0, \quad k \in K, \quad \forall j \notin \pi_k,\]
\[x^i_k \in \{0, 1\}, \quad k \in K, \quad j \in J,\]
\[a^i_{i,j}, b^i_{i,j} \in \{0, 1\}, \quad i \in N, \quad j \in J.\]

The process for learning $\theta^i_t$ is summarized in Algorithm 2.

### Algorithm 2: TS Algorithm for Obtaining Task Popularity Profile

1. Initialize: $\phi^i_0 \sim \text{Beta}(1, 1), \ i \in N$;
2. for $t = 1 : T$ do
   3. for $i = 1 : N$ do
      4. Sample $\phi^i_t$ from $\text{Beta}(\alpha^i_t, \beta^i_t)$;
   5. end
5. Play arm $i^* = \arg \max \tilde{\phi}^i_t$ and observe reward $r^i[]$;
6. Perform a Bernoulli trial with success probability $r^i[]$ and record outcome $\tilde{r}^i[]$;
   7. if $\tilde{r}^i[] = 1$ then
      8. $\alpha^i_{t+1} = \alpha^i_t + 1$;
   9. else
    10. $\beta^i_{t+1} = \beta^i_t + 1$;
12. end
13. end

Problem $P_4$ is an integer programming problem, which is generally NP-hard. To develop an effective solution algorithm, we first relax the integer constraint by allowing all $x^i[]$ to take values in $[0, 1]$. Let $P_4$-Relaxed be the relaxed problem, it can be verified that the objective function of $P_4$-Relaxed is concave and the feasible region defined by all constraints is convex. Thus, $P_4$-Relaxed is a convex optimization problem and we apply a dual decomposition approach to obtain its optimal solution.

The decision variables of $P_4$-Relaxed are coupled with each other via the quadratic terms in the objective function. To this end, we introduce a set of auxiliary variables $V^i_j[] = \begin{cases}
where \( j \in J \), which are the traffic loads of ENs. At each iteration of the dual decomposition algorithm, we first fix the traffic loads and find the optimal solution of user association. The solution is then used to update the traffic loads, which will be used in the next iteration. With given \( \{ V_1^{[t]},...,V_J^{[t]} \} \), we have the following problem:

\[
P_5: \max_{\{x^{[t]}\}} \sum_{k=1}^{K} \sum_{j=1}^{J} x_{k,j}^{[t]} \Delta_{k,j}(x^{[t]})
\]

s.t.: (29) - (32)

\[
\sum_{k=1}^{K} x_{k,j}^{[t]} = V_j^{[t]}, \ j \in J,
\]

Let \( \lambda^{[t]} = [\lambda_1^{[t]},...\lambda_J^{[t]}] \) be the Lagrangian multipliers for the constraints (38). Applying a partial relaxation on these constraints, we have the following Lagrangian function:

\[
L(x^{[t]}, \lambda^{[t]}) = \sum_{k=1}^{K} \sum_{j=1}^{J} x_{k,j}^{[t]} \Delta_{k,j}(x^{[t]}) + \sum_{j=1}^{J} \lambda_j^{[t]} \left( \sum_{k=1}^{K} x_{k,j}^{[t]} - V_j^{[t]} \right).
\]

The corresponding dual problem of \( P_5 \) is given by:

\[
P5-Dual: \min_{\{\lambda^{[t]}\}} g(\lambda^{[t]})
\]

where \( g(\lambda^{[t]}) \) is given by:

\[
g(\lambda^{[t]}) = \max_{\{x^{[t]}\}} L(x^{[t]}, \lambda^{[t]})
\]

The problems given in (40) and (41) are solved iteratively. At each iteration, \( x^{[t]} \) and \( \lambda^{[t]} \) are calculated and updated by UEs and ENs, respectively.

Based on the expression of \( L(x^{[t]}, \lambda^{[t]}) \), the problem of maximizing \( g(\lambda^{[t]}) \) can be decomposed into \( K \) independent subproblems that are solved by each UE. Let \( \tau = 1,2,... \) be the index of iteration for the dual decomposition algorithm. At the \( \tau \)th iteration, each UE solves its subproblem by selecting the EN \( j^*[t](\tau) \) that satisfies:

\[
j^*[t](\tau) = \arg \max_{j \in \mathcal{N}_k} \left\{ \Delta_{k,j}(x^{[t]}(\tau)) - \lambda_j^{[t]}(\tau) \right\},
\]

where \( j^*[t](\tau), x^{[t]}(\tau), \) and \( \lambda_j^{[t]}(\tau) \) are the optimal selection of \( j^{[t]} \), the matrix \( x^{[t]} \), and value of \( \lambda_j^{[t]} \) at iteration \( \tau \), respectively.

After completing the selection, each UE notifies the selected EN via a message. Receiving the messages from UEs, each EN updates \( x_{k,j}^{[t]} = [x_{1,j}^{[t]},...,x_{K,j}^{[t]}] \) by:

\[
x_{k,j}^{[t]}(\tau) = \begin{cases} 1, & j = j^*[t](\tau) \\ 0, & \text{otherwise} \end{cases}
\]

On the other hand, Problem \( P5-Dual \) can be decomposed into \( J \) subproblems, each to be solved by the corresponding EN. At iteration \( \tau \), each EN updates \( \lambda_j^{[t]}(\tau) \) by:

\[
\lambda_j^{[t]}(\tau + 1) = \lambda_j^{[t]}(\tau) - \epsilon_j^{[t]}(\tau) \varphi_j^{[t]}(\tau)
\]

where \( \varphi_j^{[t]}(\tau) \) is the gradient of \( \lambda_j^{[t]}(\tau) \), given by:

\[
\varphi_j^{[t]}(\tau) = V_j^{[t]}(\tau) - \sum_{k=1}^{K} x_{k,j}^{[t]}(\tau)
\]

where \( \epsilon_j^{[t]}(\tau) \) is the step size, given by:

\[
\epsilon_j^{[t]}(\tau) = \frac{g(\lambda^{[t]}(\tau)) - g(\lambda^{[t]}(\tau))}{\|\varphi_j^{[t]}(\tau)\|^2}
\]

Finally, all ENs broadcast the updated values of \( \lambda_j^{[t]}(\tau) \) and \( V_j^{[t]}(\tau) \). Each UE then performs EN selection for the next iteration with (42). The updates performed by UEs and ENs continue until convergence is achieved. The dual decomposition-based user association algorithm is summarized in Algorithm 3.

**Lemma 1.** Algorithm 3 converges with a rate faster than the sequence \( \{1/\sqrt{\tau}\} \).

**Proof.** \( \lambda^{[t]}(\tau) - g(\lambda^{[t]}(\tau)) = \left\| \lambda^{[t]}(\tau + 1) - \lambda^{[t]}(\tau) \right\|^2 \)
Suppose for contradiction, \( \lambda - \lambda^* \) \( \omega \) \( \tau \)

Taking the square sum of (49) from \( \omega \) a sufficiently small \( \lambda \) \( \omega \). The complexity of Algorithm 3 is upper bounded \( \omega \) \( \tau \)

This contradicts with the fact given in (48). We conclude that \( \lambda - \lambda^* \) \( \omega \) \( \tau \)

Inequality (a) is due to the convexity of problem \( P5\text{-}dual \), given by \( g(\lambda[1](\tau)) - g(\lambda^*[1]) \leq (\lambda[1](\tau) - \lambda^*[1])^T \varphi[1](\tau) \). Variable \( \varphi \) is an upper bound for \( \varphi[1](\tau) \). Since \( \lim_{\tau \to \infty} \lambda[1](\tau + 1) = \lim_{\tau \to \infty} \lambda[1](\tau) \), we have \( \lim_{\tau \to \infty} g(\lambda[1](\tau)) = g(\lambda^*[1]). Summing this inequality over \( \tau \), we have:

\[
\sum_{\tau=1}^{\infty} \left( g(\lambda[1](\tau)) - g(\lambda^*[1]) \right)^2 \leq \varphi^2 \left( \lambda[1](1) - \lambda^*[1] \right)^2.
\]

(48)

Suppose for contradiction, \( g(\lambda[1](\tau)) \) converges slower than \( \rho \). Then, \( \lim_{\tau \to \infty} \sqrt{\tau} \left( g(\lambda[1](\tau)) - g(\lambda^*[1]) \right) > 0 \).

Therefore, there exists a positive number \( \pi \) and a sufficiently large \( \tau' \) such that:

\[
\sqrt{\tau} \left( g(\lambda[1](\tau)) - g(\lambda^*[1]) \right) \geq \pi, \forall \tau > \tau'.
\]

(49)

Taking the square sum of (49) from \( \tau' \) to \( \infty \), we have:

\[
\sum_{\tau=\tau'}^{\infty} \left( g(\lambda[1](\tau)) - g(\lambda^*[1]) \right)^2 \geq \pi^2 \sum_{\tau=\tau'}^{\infty} \frac{1}{\tau} = \infty.
\]

(50)

This contradicts with the fact given in (48). We conclude that \( g(\lambda[1](\tau)) \) converges faster than the sequence \( \{1/\sqrt{\tau}\} \).

Lemma 2. The complexity of Algorithm 3 is upper bounded by \( 1/\omega^2 \), where \( \omega \) is the threshold of convergence for \( \lambda[1] \).

Proof. According to Lemma 2, for a sufficiently large \( \tau \) and a sufficiently small \( \omega \), \( g(\lambda[1](\tau)) - g(\lambda^*[1]) \) is guaranteed to be smaller than \( \omega \). Thus, it takes less than \( 1/\omega^2 \) steps for the sequence \( \lambda[1] \) to achieve a optimality gap that is smaller than \( \omega \).

VII. Simulation Results

In this section, we validate our proposed schemes with simulations. We consider multiple ENs and users randomly located in a \( 400 \text{m} \times 400 \text{m} \) rectangular area. The channel is modeled by a distance-dependent path loss 140.7 + 36.7\log_{10}d \in dB and Rayleigh fading [6], where \( d \) is the distance between an EN and a UE in meters. The UE transmission power is 20 dBm and the noise density is \(-174 \text{dBm/Hz}\). The system bandwidth for uplink transmission is 10 MHz. The input data size follows a truncated normal distribution in the range of \([400, 600]\) Kbps with a mean of 500 Kbps. The complexity of a task is uniformly distributed in \([500, 1500]\) CPU cycles/bit.

The computational capabilities of UEs and ENs are 1 GHz and 20 GHz, respectively. The storage spaces of disk and RAM of each EN are in the ranges of \([50, 200]\) GB and \([5, 10]\) GB, respectively. The size of each program follows a truncated normal distribution within the range of 100 MB around its mean. The number of programs \( N \) ranges from 100 to 500. Unless otherwise stated, the default mean program size and the number of programs are 500 MB and 200, respectively; the default storage spaces of disk and RAM are 100 GB and 8 GB, respectively. The task popularity profile follows a Zipf distribution [22]. Without loss of generality, let \( \theta_1 \geq \theta_2 \geq \cdots \geq \theta_N \). Then, \( \theta_i \) is calculated by:

\[
\theta_i = i^{-\gamma}/\sum_{i=1}^{N} i^{-\gamma}, \quad i \in N
\]

(51)

where \( \gamma \) is the parameter indicating the "skewness" of popularity profile. When \( \gamma = 0 \), the popularity is uniformly distributed among all tasks. As \( \gamma \) grows, the popularity becomes concentrated on a few popular tasks. We set the default value of \( \gamma \) to be 0.2. At each round of the simulation, we first generate the parameters of each task \( i \) by sampling \( s_i, z_i, s_{k,i}, \) and \( \theta_i \) according to the corresponding distributions. Then, each UE generates one of the \( N \) tasks according to the values of \( \theta_i \). We focus on evaluating the long-term average latency of all users, which is the time-averaged cumulated average latency from \( t = 1 \) to \( t = T \) by \( i, \sum_{t=1}^{T} \sum_{k=1}^{N} d_k[i] \).

A. Single-EN Scenario

We first evaluate the performance of different schemes in the single-EN scenario. We make comparisons with two benchmark schemes. The first scheme is random placement, in which the programs are randomly selected and put into the disk and RAM of each EN. The second scheme is greedy placement, in which we first apply Algorithm 2 to obtain the task popularity at each time \( t \), then apply the greedy program placement strategy in Section VI-C. Note that the complexity of the greedy scheme is similar to the proposed scheme, since both of them adopt TS to learn the task popularity (one is direct and the other is indirect).

We first plot the average latency versus the number of users in Fig. 2(a). It can be seen that the average latency increases as the number of users grows, since both the communication and computing resources are shared among an increased number of users, resulting in longer offloading and computing time. The proposed scheme outperforms other schemes as the optimal program placement strategy obtained from the TS algorithm is applied. The average latency under different values of \( \gamma \) is plotted in Fig. 2(b). Due to similar reasons, the proposed scheme achieves the lowest average latency. As \( \gamma \) grows, the latency of the random placement scheme increases while the
latency of the other two schemes decreases. This is because when \( \gamma \) is large, only a few tasks will be frequently requested, the advantage of storing popular tasks becomes significant.

Fig. 2(c) shows the convergence property of different schemes. The greedy placement scheme converges faster, since it only needs to learn the task popularity, which corresponds to solving an MAB problem with \( N \) arms. In contrast, the proposed scheme needs to learn a subset of feasible program placement strategies by solving an MAB problem with a much larger number of arms, resulting in slow convergence.

**B. Multi-EN Scenario**

In the multi-EN scenario, we compare with two benchmark schemes and a lower bound of latency. The first scheme is random placement, which is the same scheme as described in the single-EN scenario. The second scheme is Heuristic UA, in which each user is associated with the EN with the highest SINR. For a fair comparison, the proposed dual decomposition-based user association is applied to the random placement scheme; the proposed program placement strategy is applied to the Heuristic UA scheme. The lower bound of latency is derived by relaxing all integer constraints in Problem P3 and solving the resulting linear programming (LP). The value of the objective function under the optimal solution of the LP is a lower bound for the sum latency of all UEs.

The average latency versus the numbers of ENs is shown in Fig. 2(d). We observe that as the number of ENs grows, the average latencies of all schemes decreases, since more UEs can employ nearby ENs for task offloading. Without optimizing program placement, the random placement scheme achieves a quite limited latency reduction compared to other schemes. The proposed scheme outperforms the heuristic UA scheme, because load balancing is achieved with our dual
decomposition-based user association, which contributes to lower average latency. Furthermore, the performance of the proposed scheme is close to the lower bound, showing that our solution is near-optimal. The average latency versus the number of UEs in the area is shown in Fig. 2(e). We observe that the latencies of all schemes are increased as more UEs join the system. This happens because the communication and computational resources are shared among all UEs. Besides, ENs receive stronger aggregated interference caused by the uplink transmission of UEs served by neighboring ENs. The proposed scheme outperforms other schemes since both user association and program placement are optimized.

The impact of $\gamma$ on average latency is presented in Fig. 2(f), where similar trends exhibit in the single-EN scenario are observed. In particular, when $\gamma$ is sufficiently large, the average latency of the proposed scheme becomes closer to the lower bound. This is because the task popularity is concentrated on a few tasks when $\gamma$ is large, hence the greedy program placement strategy presented in Section VI-C is highly likely to be optimal. The average latency versus the storage space of EN is shown in Fig. 2(g). As the storage space increases, the latencies of our proposed scheme and heuristic UA scheme drop much faster than the random placement scheme, since the storage space is allocated to the programs that are frequently requested and occupy relatively small storage space, resulting in improved utilization. When the storage space is sufficiently large, the tension caused by limited storage is mitigated, all schemes can achieve relatively low latency.

The average latency versus the average program size is shown in Fig. 2(h). When the average program size is small, the ENs are able to store most of the programs, hence the latencies of all schemes are low. As the programs get larger, the latencies of the proposed scheme and heuristic UA scheme grow at a slower rate than the random placement scheme, due to the optimized program placement. The average latency versus the total number of programs is shown in Fig. 2(i), where similar trends are observed.

VIII. CONCLUSION

In this paper, we investigated the problem of optimizing program placement and user association in storage-constrained MEC systems. We formulated such a problem as a sequential decision-making problem. We first considered the single-EN scenario and proposed an MAB-based solution to derive the optimal solution. Then, we proposed a solution framework for the multi-EN scenario, in which we decomposed the original problem into three subproblems and solved them iteratively. Simulation results show that the proposed schemes reduce the average latency by 30%–100%.
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